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ABSTRACT

This paper proposes a new per-class bandwidth constraint algorithm, called the multipath selection algorithm (MSA), for a DiffServ-aware traffic engineering (DiffServ-TE). The MSA comprises three steps. First, a given source uses the MSA to find multiple label switch paths (LSPs) from the source to a destination for a specific class type (CT). Second, the source uses the available bandwidth of the CT on all the links along these LSPs to allocate the initial traffic to the selected LSPs. Third, the source dynamically adjusts traffic to these LSPs based on individual round trip time. Simulation results indicate that the proposed algorithm offers better performance than existing approaches in average transmission time, average packet loss rate, average throughput, and available bandwidth variance for each link.

1. Introduction

The current approach in providing quality of service (QoS) on the Internet is based on the DiffServ protocol [1]. DiffServ divides traffic into a small number of classes and allocates network resources on a per-class basis. In this architecture, packets are marked with different DiffServ code points (DSCP) at edge routers. Each DSCP is associated with a particular QoS class characterized by per-hop-behavior (PHB), and the core routers treat each packet with a specific PHB based on the DSCP carried by the packet. The PHB is achieved through a combination of scheduling and queue management schemes. The DiffServ architecture includes several standardized PHBs. The expedited forwarding (EF) PHB provides a low-loss, low-latency, low-jitter, and assured bandwidth service. The assured forwarding (AF) PHB supports services in which the customers are likely to get the negotiated service level agreement (SLA) without any guarantees.

Multiprotocol label switching (MPLS) traffic engineering (MPLS-TE) [2] makes it possible to establish bandwidth guaranteed label switched paths (LSPs) using constraint-based routing algorithm. However, since MPLS-TE operates without referring to different classes, it may not be optimal in a DiffServ network. Several analyses of integrating DiffServ and MPLS-TE can be found in [3–8]. The studies [3,4] introduce the concept of DiffServ-aware traffic engineering (DiffServ-TE). DiffServ-TE makes separate bandwidth reservations for different classes of traffic. Hence, traffic flows toward a given destination can be forwarded on separate LSPs based on class. For this purpose, the studies define the concept of a class type (CT) as the set of traffic trunks crossing a link, which is governed by a specific set of bandwidth constraints. A given traffic trunk belongs to the same CT at all links. The TE class is introduced as a pair of a CT and a preemption priority allowed for that CT. The IETF requires the support of up to eight CTS, referred to as CT0 through CT7. By definition, each CT is assigned to either a bandwidth constraint (BC), or a set of BCs. A CT represents a class in the DiffServ-TE architecture much like PHB represents a class for DiffServ. Note that flexible mappings between CTS and PHBs are possible.

The study [5] analyzes the QoS performance for different types of services in a DiffServ-TE network, including VoIP, real time video, and best effort data traffic. The study [6] proposes an architecture for the MPLS restoration routing of DiffServ traffic. This architecture, called per class aggregate information with preemption (CAIP), provisions two key QoS features for multimedia traffic: prioritized guaranteed bandwidth and fast restoration in the event of an element failure.

The study [7] proposes a new preemption policy that includes an adaptive scheme aimed at minimize rerouting. This policy combines the three main preemption optimization criteria: number of LSPs to be preempted, priority of the LSPs, and preempted bandwidth. All the studies above focus on preemption policy and restoration routing.

The study [8] proposes a Max–Min bandwidth constraint model that guarantees each CT without causing resource fragmentation. This paper also develops three new bandwidth preemption...
algorithms for three bandwidth constraint models, respectively, and focuses on how to design a bandwidth manager to support DiffServ-TE.

This paper proposes a new per-class bandwidth constraint algorithm, called the multipath selection algorithm (MSA), for a DiffServ-TE network. Unlike previous studies, which focus on preemption policy, restoration routing, or bandwidth manager, the proposed MSA finds multiple LSPs per-class and allows flexible division of traffic over these LSPs. The MSA comprises three steps. First, a given source uses the MSA to find multiple LSPs from the source to a given destination for a CT. Second, the source uses the available bandwidth of the CT on all the links along these LSPs to allocate initial traffic. Third, the source dynamically adjusts traffic for these LSPs based on individual round trip time.

1.1. Bandwidth constraint models

The maximum allocation model (MAM) [9], the Russian doll model (RDM) [10], and the maximum allocation with reservation (MAR) [11] are three IETF-proposed bandwidth constraint models for supporting DiffServ-TE. The author of [12] compared these three models and concluded that the RDM best matches DiffServ-TE. Hence, the MSA proposed in this study uses the RDM as a bandwidth constraint model. The RDM provides each class with a minimum amount of bandwidth, but lower priority classes can use the bandwidth of higher priority classes when that bandwidth is available.

1.2. The link state interior gateway protocol (IGP)

In the proposed MSA, each node in a DiffServ-TE network works in conjunction with the extensions of the open shortest path first (OSPF) protocol [13]. In the extended OSPF protocol, each node running a link state QoS routing protocol uses reliable flooding to exchange link state advertisements (LSAs) with its neighboring routers. Each LSA must advertise the available bandwidth per-CT on every link. Based on the reliable flooding of LSA, all nodes build identical link state databases that depict the entire OSPF network topology interconnected by a group of nodes. When the available bandwidth per-CT of one or more links changes, the link state database in each node must be updated immediately.

The remainder of this paper is organized as follows. Section 2 introduces the notation and problem in this study. Section 3 presents the proposed algorithm. Section 4 describes the simulation model and results, and Section 5 provides some conclusions.

2. Notation and problem description

2.1. Notation

Before formally introducing the proposed algorithm, the notation used throughout this paper will first be described. Let \( G = (V, L) \) denote a DiffServ-TE network, where \( V \) is the set of nodes and \( L \) is the set of links. Suppose that a node represents a router. A path \( p \) from a node \( x \) to a node \( y \) is a sequence of nodes and links \( x = v_0, l_1, v_1, l_2, \ldots, l_m, v_k, y = v_{k+1} \) and is denoted by \( p(l_1, v_1, l_2, \ldots, l_m, v_{k+1}) \). AB\(\text{p}\) represents the maximum available bandwidth of path \( p \), and is defined as \( AB\text{p} = \min (l_{i}^{(x,y)}(CT_{i})) \) \( 0 \leq i \leq k \). A link capacity between nodes \( x \) and \( y \) is denoted by \( l_{i}(x,y) \). Let \( n \) denote the number of CTs, and \( BC_{i} \) denote the bandwidth reserved by \( CT_{i} \), \( 0 \leq i \leq n \). The available bandwidth of a link between nodes \( x \) and \( y \) for the \( CT_{i} \) can be denoted by \( E_{i}^{(x,y)}(CT_{i}) \), \( 0 \leq j \leq n \). Since the proposed MSA uses the RDM as the bandwidth constraint model, the link available bandwidth \( E_{i}^{(x,y)}(CT_{i}) \) can be computed as follows:

\[
E_{i}^{(x,y)}(CT_{i}) = \sum_{i=0}^{n} E_{i}^{(x,y)}(CT_{i}) + \left( l_{i}(x,y) - \sum_{i=0}^{n} l_{i}^{(x,y)}(BC_{i}) \right).
\]

2.2. Problem description

In Fig. 1, the number indicated at each link represents the current link available bandwidth for a \( CT_{i} \) (for example, \( E_{i}^{AB}(CT_{i}) = 8 \)), and the bandwidth requested for a particular LSP from the source \( A \) to the destination \( H \) is 10 Mbps. Clearly, no single path has enough bandwidth to meet the 10 Mbps requirement. If the round trip time from source \( A \) to the destination \( H \) is also considered, finding a path which meets the request and has the minimum round trip time is a NP problem [14]. In fact, the network architecture in Fig. 1 shows that there is more than one path from the source \( A \) to the destination \( H \). Thus, concurrent multi-path transmission can meet the request when a single path transmission cannot.

3. The multipath selection algorithm (MSA)

The main purpose of the MSA is to meet the requested bandwidth by finding multi-LSPs for a CT in a DiffServ-TE network. The MSA procedures can be divided into two parts:

1. Finding multi-LSPs for the request.
2. Allocating network traffic to the selected LSPs.

3.1. Finding multi-LSPs

The MSA uses two metrics to find multi-LSPs: the path round trip time and the available bandwidth of each link comprising the path. Since router queuing delay completely dominates the path transmission delay from a source to a destination, the source selects the path with the fewest hops as a LSP. The reason for selecting a path with as few hops as possible is that more links on a path not only consume more network resources, but also increase propagation delay [15]. In other words, a LSP with fewer hop counts (HCs) will have a shorter path round trip time.

The three principles of finding the multi-LSPs are as follows:

(1) All the found LSPs have no loop.
(2) The source selects the path with sufficient available bandwidth and the fewest number of nodes as a LSP. Any link in the LSP can be selected repeatedly by other LSPs as long as the link has enough available bandwidth. When a link no longer has enough bandwidth to carry more LSP traffic, these links are not selected.
(3) If nodes want to keep the most current view of the available bandwidth on all links in the network, they must update the link state database frequently. However, frequent link state database updates are neither scalable nor practical every
time the available bandwidth of a link changes. Consequently, the proposed algorithm does not distribute the link state database whenever the available bandwidth of a link changes. Instead, the source node records the changed values once the available bandwidth of a link changes.

Fig. 2 shows the execution steps of finding LSPs. Taking the network topology shown in Fig. 1 as an example, suppose that Node A represents the source and Node H represents the destination. The steps for finding LSPs are as follows:

Step 1: Since the boundary node is responsible for the complex computation in the DiffServ-TE network, Node A (which is a boundary node) in Fig. 1 determines how many LSPs should be used to transmit traffic. Fig. 1 shows that Nodes B, C, and D are connected to Node A after Node A checks the link state database. Thus, with Nodes B, C, and D as starting points, Node A can determine that the number of LSPs is three.

Step 2: Let LSPB represent the LSP starting with Node B. Node A uses the link state database to find the LSPB that has sufficient available bandwidth and the fewest number of nodes passing through it to reach Node H. First, Node A sets the HC value of Node B at 0. Then, Node A uses the link state database to find all the nodes adjacent to Node B. Finally, the HC values of all nodes adjacent to Node B are set as 1. For example, Fig. 3 shows that Node A sets the HC values of Nodes C, E, and F at 1.

Step 3: Repeat Step 2 for other nodes. Node A sets all the nodes adjacent to the nodes whose HC value is 1 at 2 instead. Fig. 4 shows that the HC values of all the nodes adjacent to Nodes C, E, and F are set at 2. Note that if these adjacent nodes already have a HC value, their HC values do not need to be changed because the updated HC value may be larger than or equal to the original HC value. Again, Fig. 4 clearly shows that Nodes B, C, E, H, and I are adjacent to node F. The HC values of nodes H and I are set at 2, but Node A does not change the HC values of nodes B, C, and E. Likewise, Node A sets the HC values of Nodes D and G at 2.

Step 4: Repeat this process until the destination Node H is found. Fig. 4 shows that Node A sets the HC value of Node H at 2. Node A records the individual HC values from Node B to each of the nodes in the network, as Table 1 indicates. The shortest path from Node B to Node H passes through two hops. Hence, Node A may find a path which starts from Node B and reaches the destination Node H through the nodes with HC values of 0, 1 and 2, according to the link state database and Table 1.

Step 5: There may be more than one shortest path from Node B to Node H (passing through two hops). Fig. 4 shows that there are two shortest paths from Node A to Node H: path $p_1(A, B, E, H)$ and path $p_2(A, B, F, H)$. In this case, Node A selects the path with
its minimum when the round trip time of each selected LSP is
3.2. Minimizing the maximum round trip time of selected LSPs

Assume that the delay from the source to the destination is at
the same or similar. If this assumption is true, allocating and adjusting traffic to these selected LSPs involves minimizing the round trip time between the source and the destination. Therefore, before describing how to allocate and adjust traffic, this assumption must be validated first.

Suppose that \( N \) LSPs from the source to the destination have been found, and the variables required are defined as follows:

\[ T: \text{the maximum round trip time among} \ N \ \text{LSPs}, \]
\[ t_i: \text{the round trip time from the source to the destination via the} \ LSP_i \ \text{when it carries no traffic}, \]
\[ c_i: \text{the round trip time from the source to the destination via the} \ LSP_i \ \text{when it carries some traffic}, \]
\[ m_i: \text{the allocated traffic for the} \ LSP_i. \]

**Validation:**

To validate that the delay from source to destination is at its minimum when the round trip time of each selected LSP is equal or similar, set \( T = (t_1 + d_1) = (t_2 + d_2) = \cdots = (t_N + d_N) \), where \( d_i = c_i - t_i, \ 1 \leq i \leq N. \)

Assuming that there exists a \( T^* \), \( T^* < T \), both \( T \) and \( T^* \) have the same network environment, and the amount of traffic load is also the same. \( T^* \) can be represented as follows:

\[ T^* = \max \{(t_1 + d_1), (t_2 + d_2), \ldots, (t_N + d_N)\} \quad (2) \]

Similarly,

\[ T = \max \{(t_1 + d_1), (t_2 + d_2), \ldots, (t_N + d_N)\} = (t_1 + d_1) = (t_2 + d_2) = \cdots = (t_N + d_N) \quad (3) \]

### Table 1

<table>
<thead>
<tr>
<th>Destination node</th>
<th>Hop count</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>2</td>
</tr>
<tr>
<td>E</td>
<td>1</td>
</tr>
<tr>
<td>F</td>
<td>2</td>
</tr>
<tr>
<td>G</td>
<td>2</td>
</tr>
<tr>
<td>H</td>
<td>2</td>
</tr>
<tr>
<td>I</td>
<td>2</td>
</tr>
</tbody>
</table>

The HC value does not need to be changed
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**Fig. 4.** Node A sets the HC values of the nodes adjacent to Nodes C, E, and F at 2.
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**Fig. 5.** Node A updates the available bandwidth of the links that the LSPB passes through.
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**Fig. 6.** Three LSPs found by node A.
Through (2) and (3), see that
\[(t_1 + d_1^r) < (t_1 + d_1), (t_2 + d_2^r) < (t_2 + d_2), \ldots, (t_N + d_N^r) < (t_N + d_N)\]  
\[(4)\]
In (4), \(t_i\) can be eliminated
\[d_i^r < d_1 < d_2 < \ldots < d_N < d_N\]  
\[(5)\]
Since a longer round trip time leads to more transmission traffic,
\[d_i^r < d_1, d_2 < \ldots < d_N < d_N\]  
\[(6)\]
If the right and the left of (6) are added, then
\[m_i^r < m_1, m_2 < m_2, \ldots, m_N < m_N\]  
\[(7)\]
If \(T < T\), then (7) must hold, which conflicts the premise. Thus, \(T\) is the minimum value.

3.3. Allocating network traffic to the selected LSPs

The proposed approach uses two steps to allocate network traffic to the selected LSPs:

Step 1: The source allocates the initial traffic to each selected LSP according to its individual maximum available bandwidth.

Step 2: The source adjusts traffic dynamically based on the round trip time of the LSPs.

The following section describes these allocation steps in detail.

Step 1. Initial traffic is allocated according to the maximum available bandwidth of each LSP.

Suppose \(N\) LSPs are found, the round trip time of LSP is \((t_i + d_i)\), and the bandwidth requested for a particular LSP is \(b_i\), Mb. First, the source obtains the maximum available bandwidth of each LSP from the link state database. Then, initial traffic is allocated to each LSP according to its individual maximum available bandwidth. The traffic allocated to each LSP is proportional to its individual maximum available bandwidth. Thus, the allocated traffic for any LSP is
\[\left[ \frac{AB(LSP)}{\sum_{i=1}^{N} AB(LSP_i)} \right] \times b_i \text{ Mb.} \]  
\[(8)\]
Finally, the source measures the round trip time of each LSP. Let \(M_i\) be the average round trip time, which can be denoted as follows:
\[M_i = \frac{\sum_{i=1}^{N} (t_i + d_i)}{N}. \]  
\[(9)\]

Step 2: Dynamic adjustment of each LSP’s traffic.

After the source measures the round trip time of each LSP and calculates the average round trip time, the following condition is used to determine whether or not the traffic carried on each LSP must be adjusted:

\textbf{Condition}: Determine whether or not the range of the round trip time is too large. This range is defined as the difference between the LSP with the longest round trip time and the LSP with the shortest round trip time. Take Figs. 6 and 7 as examples, and suppose that the round trip times of LSPA, LSPB, and LSPD are 28 ms, 37 ms, and 25 ms, respectively. Thus, the range of round trip time is 12 ms (37 ms – 25 ms).

When the range of round trip time is greater than a pre-defined threshold, say \(\tau\), the range is too large. As a result, not all the round trip times are similar. In this case, the procedure to dynamically adjust the traffic of each LSP is started.

To adjust the traffic of each LSP, any LSP with heavy traffic must release traffic to LSPs with light traffic. In this study, the traffic carried by the LSP is heavy when the round trip time \((t_i + d_i)\) is greater than \(M_i\). Therefore, the LSP must release traffic to shorten its round trip time. On the other hand, the LSP, traffic is small when the round trip time \((t_i + d_i)\) is less than \(M_i\). Therefore, the LSP must receive traffic to increase its round trip time. Note that the released or received amount of traffic should be close to zero if the round trip time \((t_i + d_i)\) is close to \(M_i\). LSPs with heavy traffic and light traffic are called heavy LSPs and light LSPs, respectively.

For any heavy LSP, the source calculates the amount of traffic the LSP must release using the formula (10). This formula is based on the round trip time \((t_i + d_i)\), \(M_i\), and a specific parameter \(\alpha\), called the tuning factor, which is used to control the amount of released traffic. The amount of released traffic is proportional to the difference between the round trip time \((t_i + d_i)\) and \(M_i\).

\[\left\{ \alpha \times \frac{(t_i + d_i) - M_i}{M_i} \times \frac{AB(LSP)}{\sum_{j=1}^{N} AB(LSP_j)} \times b_i \right\} \text{ Mb.} \]  
\[(10)\]

Suppose that the amount of traffic released by all heavy LSPs is \(R_i\) Mb, and there are \(x\) light LSPs. In this case, the source allocates \(R_i\) to all the \(x\) light LSPs. The first step in this allocation process is to calculate the amount of traffic allocated to the light LSP with the longest round trip time. The next step is to take this allocated traffic as the basis of calculating the traffic allocated to other light LSPs. The traffic allocated to each LSP is based on the proportion of each individual round trip time to the longest round trip time. For example, suppose that LSPs, \(1 \leq e \leq x\), is the longest round trip time \((t_e + d_e)\) among \(x\) light LSPs. The source then allocates the following traffic to the LSP
\[\frac{R_i}{\sum_{j=1}^{N} \left( \frac{t_j + d_j}{t_e + d_e} \right) x} \text{ Mb.} \]  
\[(11)\]

For any LSP, \(1 \leq y \leq x, y \neq e\), the traffic allocated to the LSP is
\[\left( \frac{t_e + d_e}{t_y + d_y} \right) \frac{R_i}{\sum_{j=1}^{N} \left( \frac{t_j + d_j}{t_e + d_e} \right) x} \text{ Mb.} \]  
\[(12)\]

Since a LSP has a smaller maximum available bandwidth when it has a longer round trip time, the traffic allocated to any LSP is based on the inverse of its round trip time \((1/(t_e + d_e))\). As mentioned above, the source takes the LSP, with longest round trip time \((t_e + d_e)\) as a base to allocate traffic; therefore, the allocated amount of traffic to any LSP, \(y\) is \([1/(t_e + d_e)]/[1/(t_y + d_y)]\) times the allocated amount of traffic to the LSP. That is, the allocated amount of traffic to any LSP, \(y\) is \([1/(t_e + d_e)]/[1/(t_y + d_y)]\) times the allocated amount of traffic.
to the LSP (as shown in formula (12)). Note that the sum of individually allocated traffic of x light LSPs must equal the traffic released from the heavy LSP. That is,

\[ \frac{t_x + d_x}{t_x + d_x} \sum_{i=1}^{N} \frac{t_i + d_i}{t_i + d_i} + \frac{t_x + d_x}{t_x + d_x} \sum_{i=1}^{N} \frac{t_i + d_i}{t_i + d_i} + \ldots + \frac{t_x + d_x}{t_x + d_x} = R_t. \]

(13)

3.4. The discussion of dynamic adjustment

Normally, a LSP that releases traffic will have a shorter round trip time, and a LSP that receives the released traffic will have a longer round trip time. As a result, all the round trip times will be similar. However, one main issue with this design is whether or not the dynamic adjustment will cause the network iteratively adjust and become unstable. For example, suppose the range of round trip time is \(D\) and \(D\) is greater than the \(\tau_r\). Step 2 changes the value of \(D\) to \(D'\). When \(D'\) is larger than \(D\), the dynamic adjustment is invalid since the range is too large. Therefore, the dynamic adjustment must be repeated. If \(D'\) is always larger than \(D\), the network will be iteratively adjusted and become unstable.

To overcome the possible problem, the tuning factor, say \(\alpha\), is used to control the amount of released traffic. As mentioned above, if \(D'\) is larger than \(D\) after Step 2 is complete, this adjustment is invalid. In this case, the traffic carried on each LSP is not updated and remains unchanged. \(\alpha\) times its original value by a constant value \(r\) (\(\alpha = \alpha \times r\)) and Step 2 is repeated until \(D'\) is less than or equal to \(D\) (\(D' \leq D\)). If \(D'\) is less than \(D\) and still larger than \(\tau_r\), the traffic carried on each LSP is updated, \(\alpha\) is reset to its initial value, and Step 2 is repeated. Otherwise, the network is completely adjusted and all the round trip times will be similar. Fig. 8 shows the dynamic adjustment flow chart (assuming that the initial value of \(\alpha\) is 1).

Fig. 9 shows the dynamic adjustment procedures. Let LSPs be the set of selected LSPs, TFC be a function from the LSPs to the real numbers to denote the traffic assigned to each LSP, and \(rtt\) be a function from the LSPs to the real numbers to denote the round trip time of each LSP. Also, let TFC be the type of functions from the LSPs to the real numbers. The main purpose of the dynamic adjustment procedures is to find a TFC function that performs the dynamic adjustment on each selected LSP.

3.5. Description of the example of allocating traffic to a LSP

Taking Fig. 6 as an example, source A first calculates that the maximum available bandwidth of LSPB is \(AB(LSP_b) = min(8, 5, 8) = 5\) Mbps; the maximum available bandwidth of LSPC is \(AB(LSP_c) = min(7, 8, 7) = 7\) Mbps; the maximum available bandwidth of LSPD is \(AB(LSP_d) = min(5, 5, 8, 3) = 3\) Mbps. Source A then uses the increased traffic of the LSPB to release its traffic. Source A releases part of the LSPB traffic and allocates it to LSPB and LSPD. Since the initial traffic of LSPB is \(\frac{5}{5,7,7,3}\) \(\times b\) Mb, the initial traffic of LSPC is \(\frac{3}{5,7,7,3}\) \(\times b\) Mb, and the initial traffic of LSPD is \(\frac{3}{5,7,7,3}\) \(\times b\) Mb.

Suppose that \(\tau_r\) equals 1 ms, \(\alpha\) equals 1, and the round trip times of LSPB, LSPC, and LSPD are 28 ms, 37 ms, and 25 ms, respectively. \(M_t\) is 30 ms after calculation. The range of the round trip time is 12 ms (=37 ms – 25 ms), which is greater than \(\tau_r\) and only the round trip time of LSPC is longer than \(M_t\). Thus, only LSPC needs to release its traffic. Source A releases part of the LSPC traffic and allocates it to LSPB and LSPD. Since the initial traffic of LSPC is \(\frac{7}{5,7,7,3}\) \(\times b\) Mb, the LSPC releases \(\frac{7}{5,7,7,3}\) \(\times b\) Mb of traffic and allocates it to the LSPB and LSPD. Since the LSPB has a longer round trip time than the LSPC, the following traffic may be increased for LSPB

\[ \frac{7}{5,7,7,3}\times b = \frac{7}{5,7,7,3}\times b. \]

The increased traffic of the LSPB can serve as the basis of calculating the increased traffic of the LSPD

\[ \frac{7}{5,7,7,3}\times b = \frac{7}{5,7,7,3}\times b. \]

After the source A calculates and adjusts the traffic of each LSP, the round trip time of the LSPB and LSPD may increase slightly, but the round trip time of LSPC decreases slightly. This process is repeated until \(D'\) is less than \(\tau_r\), which achieves the goal of decreasing the delay from the source to the destination.

4. Simulation results and analysis

4.1. Simulation environment

A DiffServ-TE network with 20 nodes is randomly distributed in a rectangular coordinate grid. Each node is located at integer coordinates. The number of links between any two nodes is decided randomly, and can range from one to four. The available link bandwidth between nodes is randomly set from 1 Mbps to 100 Mbps. Two nodes are selected as the source and the destination. A LSP requests 10 Mbps of bandwidth, and the total data quantity transmitted by the source is 100 Mbps. There are two CTs, CT0 and CT1, and they are mapped to AF PHB and EF PHB, respectively. Each CT is assigned to a BC. BC0 and BC1 are set at 90% and 70% of the link capacity, respectively. The rest of the link capacity is reserved for best-effort traffic. Assume that CT0 has a lower priority than CT1. Thus, CT0 can use the bandwidth of CT1 when that bandwidth is available.

The initial values of \(x\) and \(r\) are set at 1 and 0.5, respectively. \(\tau_t\) is fixed at 0.5 ms. Note that the \(M_t\) is the original value before adjustment. For example as described in Section 3.5, \(\tau_t = 30\%\times 1.5\) ms.
A TCP-based ping is used to measure the round trip time of an established LSP. The TCP-based ping is achieved in three steps. First, the source sends a SYN packet to the destination. Second, the destination acknowledges the SYN packet with a SYN/ACK packet. Finally, when the source receives the SYN/ACK packet, it finishes the process by sending an ACK to the destination. The round trip time is measured using SYN and SYN/ACK between source and destination. The TCP-based ping is a useful way to record the round trip time of an established LSP without sending any ICMP packets.

The simulation platform is based on FreeBSD, and the C++ language is used to code the simulation environment.

4.2. Simulation results and discussion

Figs. 10–15 depict the simulation results. Figs. 10–15 compare and evaluate two different approaches, namely the constrained shortest-path-first (CSPF) algorithm and the proposed algorithm. CSPF is enhanced to take into account CT-specific bandwidth as a constraint when computing a path. This simulation considers four performances metrics, namely average delay, average packet loss rate, average throughput, and variance of available bandwidth in all the links. For the simulation results in Figs. 10–14, each data point on the x-axis was determined through 20 randomly-produced network topologies, and each data point on the y-axis was determined by averaging the results of 20 computations for each algorithm. Fig. 15 shows the number of adjustment for each simulated network.

4.2.1. Comparison of average delay

Fig. 10 shows the result with the x-axis displaying the available bandwidth of each link and the y-axis displaying the average delay.
from the source to the destination. The number 40 on the x-axis means that the available bandwidth of each link can be selected from [1 Mb to 40 Mb] at random, while 10 means that the available bandwidth of each link can be randomly selected from [1 Mb to 10 Mb]. Thus, the available bandwidth of each link decreases along with the value of the x-axis. Experimental results show that the average delay determined by the proposed algorithm increases gradually when the available bandwidth of the link is less than 15 Mb. This is primarily because the available bandwidth of each link is small. In addition, the average delay produced by the CSPF is abnormally high when the available bandwidth of the link is 13 Mb and 11 Mb. This is because the maximum available bandwidth from the source to the destination is very small in some paths.

4.2.2. Average packet loss rate comparison

Fig. 11 shows the result with the y-axis displaying the average packet loss rate for all selected LSPs from the source to the destination. The packet loss rate is defined as follows:

\[
\text{Average Packet loss rate (\%)} = \frac{\text{Number of lost packet}}{\text{Number of transmitted packet}}.
\]  

(14)

Experimental results show that the packet loss rate based on the proposed algorithm is below 2%. The main reason for this small loss rate is that most of the found LSPs meet the requested bandwidth. On the contrary, it is not easy for CSPF to find a LSP when the available network bandwidth becomes smaller. This is why CSPF exhibits a greater increase in average packet loss rate than the proposed algorithm.

4.2.3. Average throughput comparison

Fig. 12 shows the result with the y-axis displaying the throughput. Normally, throughput is inversely proportional to the packet loss rate. Fig. 12 shows that both the proposed algorithm and CSPF produce optimal average throughput when the available bandwidth of network is sufficient. However, CSPF exhibits a severe decrease in average throughput when available bandwidth becomes smaller. On the contrary, the average throughput based on the proposed algorithm decrease only slightly when the available bandwidth is smaller. In other words, the proposed algorithm can effectively increase the average throughput of the network.

4.2.4. Comparison of variance of available bandwidth of all links

Figs. 13 and 14 show the results with the y-axis displaying the variance of available bandwidth of all the links for a CT in the network. The variance is defined as follows:

Fig. 10 shows that it is not easy for the CSPF to find a path which meets the requested bandwidth when the link's available bandwidth is less than 21 Mb. The average delay determined by the proposed algorithm increases gradually when the available bandwidth of the link is less than 15 Mb. This is primarily because the available bandwidth of each link is small. In addition, the average delay produced by the CSPF is abnormally high when the available bandwidth of the link is 13 Mb and 11 Mb. This is because the maximum available bandwidth from the source to the destination is very small in some paths.

Fig. 13. Comparison of variance of available bandwidth for each link.

Fig. 14. Comparison of difference in variance of available bandwidth.

Fig. 15. The number of adjustments.
4.2.5. The number of dynamic adjustment

The available bandwidth of each link and the average available bandwidth of all the links are closer when the variance is smaller. In other words, the difference in the available bandwidth of each link in the simulated network is insignificant.

Fig. 13 shows that the proposed algorithm produces a lower variance of available bandwidth than that produced by CSPF. That is, the proposed algorithm can minimize the difference of available bandwidth in all network links. Fig. 14 shows that the greatest difference in variance between the proposed algorithm and the CSPF is approximately 100–350 Kb, which indicates that the proposed algorithm is feasible with a higher efficiency.

The algorithm proposed in this paper uses the available bandwidth of each link as the basis for finding multiple LSPs. After finding feasible LSPs, it was proven that the delay from the source to the destination is at its minimum when the round trip time of each LSP is the same or similar. Moreover, the source adjusts the traffic of each LSP based on the round trip time of each LSP and the average round trip time of all the selected LSPs. This decreases the delay from the source to the destination.

Simulation results clearly demonstrate that the proposed algorithm yields a better average delay, average packet loss rate, average throughput, and available bandwidth variance in each link than those based on the CSPF. In addition, all the simulated networks can be completely adjusted. Therefore, the proposed algorithm is feasible with a higher efficiency.
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