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Abstract. The WDM-based multichannel dual bus networks (MCDBN)
for high-speed LAN/MAN was proposed in the few years. When a sta-
tion requests to connect to another, the transmitter of source station and
the receiver of destination station must listen to a same channel (wave-
length). The problem of using minimal wavelengths for a set of requests
on MCDBN had been proved as NP-hard. Intuitively, the problem of
providing the multicast services over MCDBN is more complicated. In
this paper, we will analyze the random approach (RAND) and the Best
Effort Multicasting Approach (BEMA) which was proposed for multicast
packet transmissions on MCDBN. The derived analysis results are very
close to the simulation results.

1 Introduction

The dual bus topology for high-speed LAN/MAN was proposed in the few years
[11,12]. One of the major characteristics of such multi-access networks is that it
provides a low access delay even when the number of connecting nodes is large.
Several distributed protocols on optical bus networks, such as distributed queue
dual bus (DQDB) [11], had been proposed. However, the maximum network ca-
pacity is still bounded due to only one channel is available on the optical fiber
[3]. For solving this problem, the Wavelength Division Multiplexing (WDM) |2,
14,15] is used to support a large number of transmission channels in parallel.
Several multi-channel photonic star/bus/ring networks with unicasting proto-
cols had been reported in which either node has tunable-transmitter(s) (TT)
and fixed-receiver(s) (FR) [1,3,5,6] or node has tunable-transmitter(s) (TT)
and tunable-receiver(s) (TR) [8,9,13]. In paper [10], the wavelength/receiver
assignment, problem (WRAP) of unicast services is defined on a multi-channel
dual bus network (MCDBN) to assign a transmission wavelength and a receiver
for each of the request such that the network throughput is maximized and the
number of assigned wavelengths is also minimized. The paper also proves the
WRAP is NP-hard. Obviously, the problem of providing multicast services over



MCDBN is more complicated than that of supporting unicast services. For ex-
ample, when a node requests to transmit a packet to several multicast members,
if it can not find a channel which is listen by all these members, it must trans-
mit the packets over several different channels to complete this transmission.
Therefore, how to minimize the number of transmission times of a same packet
is also a complicated problem. So far, only few protocols have been proposed
for multicast services on MCDBN. In paper [16], we had proposed a simple and
efficient protocol, named as the Best Effort Multicasting Approach (BEMA),
for multicast services. The BEMA tries to minimize the transmission times and
maximize the channel utilization. In this paper, we will precisely analyze the
average transmission times of the proposed BEMA.

The rest of this paper is organized as follows. The architecture of WDM-
based multi-channel dual bus network (MCDBN) is introduced in Section 2. In
Section 3, we present the BEMA multicasting protocol. The detailed analyses
of the BEMA and random approach are addressed in Section 4. The simulation
models and simulation results are reported in section 5. Finally, some conclusion
remarks are given in Section 6.

2 The Architecture of MCDBN

The architecture of a MCDBN consists of two contra-directional optical buses,
which allow full duplex communications between any two nodes as shown in
Fig. 1 The network contains N stations. Each station has m TRs and n TRs.
The two buses are called Bus A and Bus B, respectively. For each bus, the entire
bandwidth is divided into C'+ 1 channels {Ag, A1, A2, ..., Ac}, where channel \g
is the dedicated control channel and others are data channels. For each channel,
fixed length slots are generated by the headend station (also called slot gener-
ator) periodically, passed to the downstream stations and is terminated by the
terminator.

3 The BEMA Multicasting Protocol

In this section, we will briefly introduce the proposed BEMA multicasting pro-
tocol for the MCDBN.

The data slot format of the MCDBN is the same as that of the DQDB. The
control signals are arranged in the payload field. Fig. 2 shows the format of
a control slot. A control slot includes three major fields: the multicast request
field REQ-MULTICAST, the BROADCAST field and the RESERVATION field.
The REQ-MULTICAST field contains four subfields: SRC, MDST, LEN and
SWAVE. The BROADCAST field contains SRC and UWAVE subfields. It is
used for each station to inform all stations the wavelength usage information.
The C-bit RESERVATION field, one bit for each wavelength, carries the requests
of slots issued from the downstream stations. Based on this protocol, within a
cycle time, each station can maintain the newly and correctly traffic information
of all stations in a traffic status matriz (TSM). The TSM is defined as follows:
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Fig. 1. The construction of a WDM-based dual bus networks.

— Traffic Status Matrix: M = {t(¢,7)}nxn, 4,5 = 1,2,..., N, where t(i, j) =
k. ke {l,...,C}. Each element t(i,j) = k(k > 0) indicates that wavelength
A is used for station ¢ to transmit packet to station j, and ¢(i,j) = 0 oth-
erwise.

For illustration, consider the example shown in Fig. 3. The Traffic Status
Matrix of stations 8 is :
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In [10], an efficient load balancing wavelength assignment algorithm (LB-
WAA) had been proposed for the unicast traffic on multi-channel dual bus net-
work. However, for a multicast packet, the number of transmission times for it
may be larger than one because that the number of tunable receivers equipped in
each station is small. In detail, it is possible that all TRs of multicast members
are assigned to listen on different channels. As a result, a multicast packet may
be required to transmit to all multicast members by different wavelengths. For
example, if there are any two multicast members do not tune their receivers into
a same channel at that time, the multicast packet must be transmitted twice
(one for each station). This causes the bandwidth wasted seriously. In the next
paragraphs, we will briefly describe the BEMA protocol.

Assume a multicast packet arrives in station s and let D = {d;,ds,...,dk}
(dy < dg < ...< dy) denote as the multicast members of this multicast packet.
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Fig. 2. The slot format on control channel.
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Fig. 3. An example of MCDBN for C=3, T=2, R=2 and N=8.

For simplicity, the number of the multicast members is denoted as |D| (|D| = k).
In BEMA, the way of selecting wavelengths for a multicast packet is divided
into three major steps: (1) The BEMA first finds the most shared wavelength
(say w) among these multicast members in set D, which is listened by the most
multicast members. The number of multicast members (N ;) which listen the
wavelength i can be calculated by the following equation

DI N
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Therefore, the wavelength w can be easily determined by w = {k | NM} >
NM;,V ik =1,2,...,C}. (2) For each multicast member (say d;), the BEMA
checks whether the selected wavelength w is being used by any of receiver in it.
If it does, station d; will be removed from set D (ie., D = D — {d;}). Otherwise,



if there exists any idle receiver in it, an idle receiver will be selected and tuned to
this wavelength w. Similarly, d; will be removed from set D. (3) If any member
is still left in D (|D| > 0), it will repeat steps (1) and (2) until all multicast
member are considered. As mentioned before, if set D only contains one member,
the LBWAA will be applied to further improve the network throughput. This is
performed in step (1) to find a proper wavelength instead of finding a random
wavelength.

4 Analysis of BEMA Protocol

4.1 Analysis of Random Approach

Before analyzing the BEMA, we first discuss and analyze the number of trans-
mission times in general cases which using random method to select wave-
length/receiver for each multicast packet. In detail, a source station will first
select a random wavelength to transmit. If there is any multicast member does
not listen to this wavelength, the source station will random select another ran-
dom wavelength (excluding the wavelength already selected) to cover the re-
maining stations. This process will be repeated until all multicast members have
received the multicast packet successfully. For simplicity, Let w and k denote
the total wavelengths and numbers of multicast members of stations in the net-
work, respectively. Moreover, let ¢t and tr represent the numbers of TTs and
TRs equipped in each station, respectively. For the sake of practice, the value of
tr is often less than or equal to the total wavelengths w.

We analyze all the different combinations and permutations that take just T’
times to finish a multicast transmission. Now, the number of combination which
k multicast members with ¢r TRs connect in a network with w wavelengths is

(cw)" (3)

There are two cases to consider for sender taking just T’ times to finish a
multicast transmission. At first, we consider a situation that a multicast member
cannot receive any packet before sender transmits the T-th transmission. In other
word, the receiver did not receive any information at the first 7'—1 transmissions.
Let S(w,tr,T) denote the combinations of a multicast member receives packet
at the T-th transmission successfully. We have

S(w,tr,T) = CE-T. (4)

The second is that one multicast member may receive the packet before
the T-th transmission. Let F(w,tr,T) denote the combinations of a multicast
member receives packet before the T-th transmission successfully. This case can
be considered as a multicast member has TR(s) which connect to these (7' — 1)
wavelengths that were selected by sender before. Thus, we have

F(w,tr,T) = C¥ — c~ =1, (5)



For all £ multicast members, the number of total combinations of sender
transmits T times to complete the transmission can be summed as follows:

CES(w,tr, T) F (w, tr, T)* + CFS(w, tr, T) F(w, tr,T)*!

6
4.+ CFS(w, tr, T) F(w, tr, T)°. (©)

Substituting Eq. (4) and Eq. (5) into Eq. (6) leads to:

crep=Ty(cp — cpm T ok (cpzTyi(cp — o Tyt

tr

SR Yo/ {(¢/rinh Ll (o/ A e L

tr

(7)

which simplifies to
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Thus, from Eq. (3) and Eq. (8), the probability Prandom(T') of all multicast
members receive the packets after sender transmitted 7' times (with random
selecting wavelength) can be computed as follows

w—T w—T _ ~w—(T=1\NE ¢~y ~w—(T=1)\F
P’r‘andom(T) = (Ctr—l +Ctr Ctr (C’w)z (Ctr Ctr ) . (9)
tr

Since C" = €7~} — €71, we have C/*~ "™V = ¢»-T 4+ =T Thus, the
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probability Prandom (') can be further reduced as

(Cp—cp M —(cp —cp~ )"
()"

Prandom (T) = (10)

Notice that when T < w — tr + 1, the maximum number of transmission
times is w — tr 4+ 1 at the worst case. Now, we can derive the average number of
transmission times of a sender to complete a multicast service. That is,

EXPrandom =1x Prandom(]-) + 2% Prandom(Q) + ...+ wX Prandom(w)

» 11
= ZZ X Prandom(i)- ( )
i=1

4.2 Analysis of BEMA Approach

To analysis the BEMA technique, we have to consider the number of TRs. We
note that the derived combination cases of a station equipped with one TR and
several TRs are quite different. Thus, we divide the conditions into two parts.



4.2.1 A Single Tunable Receiver The transmission times in BEMA can
be considered a Stirling number problem. To arrange n tunable receivers into r
wavelengths, we can use Sz(n,r) function to calculate the result.

The way to derive all possible onto mapping functions, say H, from dis-
tribute k£ distinct stations into w distinct wavelengths can be formalized as the
following generating functions. Since no wavelength is empty (by onto defini-
tion), each wavelength is listening by at least one station. Therefore, according
to the following two equations,

2 $3 4 i
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w (12)
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We can easily derive H by the coefficient of x*/k! from above equations. Thus,

we have
H= %(Z(—l)iqﬂ(w - i)k). (14)
=0

(—=1)iCy(w — i)*), we have

!

Since S (k, w) = = (

=0

H = So(k, w). (15)

From Eq. (15), the probability P}y, 4(T) of all multicast members with one
TR receives the multicast packet just after sender transmitted 7' times can be
derived as following:

CRT'\Sy(k, T
PJ%EMA(T)—%

Then we can get the expectation FX Ppgpapa by summering form above
P éEMA(T)f

(16)
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In the case of k < w, the maximum transmission times of a multicast packet
should be less than or equal to k. Therefore, we obtain the generalized equation:

min(k,w)
S iCwilSs(k, i)

EXPhpaa(T) = —=— . (18)




4.2.2 The Multi-tunable Receivers In a multi-tunable receivers model, a
station has a chance to connect several channels at a time. Therefore, increasing
the number of available receivers will reduce the transmission times. Let R = k-tr
be the total participation multicast members’ tunable receivers. And let ¥ denote
the maximum transmission times of a multicast packet in the case of multiple
tunable receivers. Considering the relation between R and w, there are two
different cases:

— If R < w = the maximum transmission times will be no more than ¢ = k
times;
— Otherwise, R > w = the maximum transmission times will be no more than
P = L%J times.
First, assume sender only transmits the packet over one wavelength to finish
the transmission, all multicast members must listen to a same wavelength. So
we can get the combinations as follows:

Cr(CH=)™. (19)

From Eq. (19), we want to finish the transmission time at the T-th time, the
total number of combinations is

CY(CR=1)* = G (CR=R) + o+ (F)" I (G
tr 20
—yeneregy

Thus, the probability of exact T' times is

S (—1)TCY (CEDATIS, (K, T)

PYaa(T) =2 L . (21)

tr

Obviously, from Eq. (21), the expectation value EX P57, 4 can be obtained
by the following equation:

EXPhpya=1XPEgya(1) +2 X PEppa(2) + ...+ 9 X PEppa(¥)
ZPJ?EMA@)

(22)
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5 Simulation Models and Results

For simplicity, we assume there are N stations are equally spaced on Bus A. Each
station is equipped with a TT and ¢r TRs. We assume that the distributions of
the multicast size and destination stations for all packets are uniform.
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Fig. 4. Comparisons of analysis and simulation results obtained by RAND approach
under different number of channels (w), number of tunable receivers (¢r) and multicast
size (k).

To measure the precision of analysis, for each simulation run (100,000 time
slots), the average of transmission times is calculated. In the first simulation
shown in Fig. 4, we compare the derived analysis result and the simulation
result of random approach (RAND) under different number of tunable receivers,
different channels and multicast sizes. We can see that the mathematical analyses
are very close to the simulation results of RAND approach. Fig. 5 shows the
comparisons of the derived analysis result and the simulation result of BEMA
approach under different number of tunable receivers, different channels and
multicast sizes. We also can see that the analyses are still very close to the
simulation results of BEMA approach.

The second simulation is shown in Fig. 6. In this simulation, we investigate
how the number of transmission times is affected by the network size. We note
that the multicast size (k) is equal to the network size (V). We can see that
a larger number of wavelengths or multicast size is, a larger transmission times
will obtain. Moreover, we can also find that the analyses are almost matching
the derived simulation results.

6 Conclusion

In this paper, we analyzed the average transmission times of both random ap-
proach (RAND) and best effort multicast approach (BEMA) for providing multi-
cast service over WDM-based multi-channel dual bus networks (MCDBN). Sim-
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ulations show that the derived analytical results are very close to the simulation
results.
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