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This paper proposes a new per-class bandwidth constraint algorithm, called the multipath selection algo-
rithm (MSA), for a DiffServ-aware traffic engineering (DiffServ-TE). The MSA comprises three steps. First,
a given source uses the MSA to find multiple label switch paths (LSPs) from the source to a destination for
a specific class type (CT). Second, the source uses the available bandwidth of the CT on all the links along
these LSPs to allocate the initial traffic to the selected LSPs. Third, the source dynamically adjusts traffic to
these LSPs based on individual round trip time. Simulation results indicate that the proposed algorithm
offers better performance than existing approaches in average transmission time, average packet loss
rate, average throughput, and available bandwidth variance for each link.
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1. Introduction

The current approach in providing quality of service (QoS) on
the Internet is based on the DiffServ protocol [1]. DiffServ divides
traffic into a small number of classes and allocates network re-
sources on a per-class basis. In this architecture, packets are
marked with different DiffServ code points (DSCP) at edge routers.
Each DSCP is associated with a particular QoS class characterized
by per-hop-behavior (PHB), and the core routers treat each packet
with a specific PHB based on the DSCP carried by the packet. The
PHB is achieved through a combination of scheduling and queue
management schemes. The DiffServ architecture includes several
standardized PHBs. The expedited forwarding (EF) PHB provides
a low-loss, low-latency, low-jitter, and assured bandwidth service.
The assured forwarding (AF) PHB supports services in which the
customers are likely to get the negotiated service level agreement
(SLA) without any guarantees.

Multiprotocol label switching (MPLS) traffic engineering (MPLS-
TE) [2] makes it possible to establish bandwidth guaranteed label
switched paths (LSPs) using constraint-based routing algorithm.
However, since MPLS-TE operates without referring to different
classes, it may not be optimal in a DiffServ network. Several anal-
yses of integrating DiffServ and MPLS-TE can be found in [3–8]. The
studies [3,4] introduce the concept of DiffServ-aware traffic engi-
neering (DiffServ-TE). DiffServ-TE makes separate bandwidth
010 Published by Elsevier B.V. All
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reservations for different classes of traffic. Hence, traffic flows to-
ward a given destination can be forwarded on separate LSPs based
on class. For this purpose, the studies define the concept of a class
type (CT) as the set of traffic trunks crossing a link, which is gov-
erned by a specific set of bandwidth constraints. A given traffic
trunk belongs to the same CT at all links. The TE class is introduced
as a pair of a CT and a preemption priority allowed for that CT. The
IETF requires the support of up to eight CTs, referred to as CT0
through CT7. By definition, each CT is assigned to either a band-
width constraint (BC), or a set of BCs. A CT represents a class in
the DiffServ-TE architecture much like PHB represents a class for
DiffServ. Note that flexible mappings between CTs and PHBs are
possible.

The study [5] analyzes the QoS performance for different types
of services in a DiffServ-TE network, including VoIP, real time vi-
deo, and best effort data traffic. The study [6] proposes an architec-
ture for the MPLS restoration routing of DiffServ traffic. This
architecture, called per class aggregate information with preemp-
tion (CAIP), provisions two key QoS features for multimedia traffic:
prioritized guaranteed bandwidth and fast restoration in the event
of an element failure.

The study [7] proposes a new preemption policy that includes
an adaptive scheme aimed at minimize rerouting. This policy com-
bines the three main preemption optimization criteria: number of
LSPs to be preempted, priority of the LSPs, and preempted band-
width. All the studies above focus on preemption policy and resto-
ration routing.

The study [8] proposes a Max–Min bandwidth constraint model
that guarantees each CT without causing resource fragmentation.
This paper also develops three new bandwidth preemption
rights reserved.
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algorithms for three bandwidth constraint models, respectively,
and focuses on how to design a bandwidth manager to support
DiffServ-TE.

This paper proposes a new per-class bandwidth constraint algo-
rithm, called the multipath selection algorithm (MSA), for a Diff-
Serv-TE network. Unlike previous studies, which focus on
preemption policy, restoration routing, or bandwidth manager,
the proposed MSA finds multiple LSPs per-class and allows flexible
division of traffic over these LSPs. The MSA comprises three steps.
First, a given source uses the MSA to find multiple LSPs from the
source to a given destination for a CT. Second, the source uses
the available bandwidth of the CT on all the links along these LSPs
to allocate initial traffic. Third, the source dynamically adjusts traf-
fic for these LSPs based on individual round trip time.

1.1. Bandwidth constraint models

The maximum allocation model (MAM) [9], the Russian doll
model (RDM) [10], and the maximum allocation with reservation
(MAR) [11] are three IETF-proposed bandwidth constraint models
for supporting DiffServ-TE. The author of [12] compared these
three models and concluded that the RDM best matches DiffServ-
TE. Hence, the MSA proposed in this study uses the RDM as a band-
width constraint model. The RDM provides each class with a min-
imum amount of bandwidth, but lower priority classes can use the
bandwidth of higher priority classes when that bandwidth is
available.

1.2. The link state interior gateway protocol (IGP)

In the proposed MSA, each node in a DiffServ-TE network works
in conjunction with the extensions of the open shortest path first
(OSPF) protocol [13]. In the extended OSPF protocol, each node
running a link state QoS routing protocol uses reliable flooding to
exchange link state advertisements (LSAs) with its neighboring
routers. Each LSA must advertise the available bandwidth per-CT
on every link. Based on the reliable flooding of LSA, all nodes build
identical link state databases that depict the entire OSPF network
topology interconnected by a group of nodes. When the available
bandwidth per-CT of one or more links changes, the link state data-
base in each node must be updated immediately.

The remainder of this paper is organized as follows. Section 2
introduces the notation and problem in this study. Section 3 pre-
sents the proposed algorithm. Section 4 describes the simulation
model and results, and Section 5 provides some conclusions.
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Fig. 1. A simple network architecture.
2. Notation and problem description

2.1. Notation

Before formally introducing the proposed algorithm, the nota-
tion used throughout this paper will first be described. Let
G = (V,L) denote a DiffServ-TE network, where V is the set of nodes
and L is the set of links. Suppose that a node represents a router. A
path p from a node x to a node y is a sequence of nodes and links
x = v0, l(v0, v1), l(v1 v2), . . . , l(vk vk+1), y = vk+1 and is denoted by
p(v0,v1,v2, . . . ,vk,vk+1). AB(p) represents the maximum available
bandwidth of path p, and is defined as ABðpÞ ¼minflðv i ;v iþ1Þ

a ðCTjÞj0
6 i 6 kg. A link capacity between nodes x and y is denoted by
lc(x,y). Let n denote the number of CTs, and BCi denote the band-
width reserved by CTi, 0 6 i 6 n. The available bandwidth of a link
between nodes x and y for the CTj can be denoted by lðx;yÞa ðCTjÞ,
0 6 j 6 n. Since the proposed MSA uses the RDM as the bandwidth
constraint model, the link available bandwidth lðx;yÞa ðCTjÞ can be
computed as follows,
lðx;yÞa ðCTjÞ ¼
Xn

i¼j

lðx;yÞa ðCTiÞ þ lcðx; yÞ �
Xn

i¼0

lðx;yÞa ðBCiÞ
 !

: ð1Þ
2.2. Problem description

In Fig. 1, the number indicated at each link represents the cur-
rent link available bandwidth for a CTj (for example, lðA;BÞa ðCTjÞ ¼ 8Þ,
and the bandwidth requested for a particular LSP from the source A
to the destination H is 10 Mbps. Clearly, no single path has enough
bandwidth to meet the 10 Mbps requirement. If the round trip
time from source A to the destination H is also considered, finding
a path which meets the request and has the minimum round trip
time is a NP problem [14]. In fact, the network architecture in
Fig. 1 shows that there is more than one path from the source A
to the destination H. Thus, concurrent multi-path transmission
can meet the request when a single path transmission cannot.

3. The multipath selection algorithm (MSA)

The main purpose of the MSA is to meet the requested band-
width by finding multi-LSPs for a CT in a DiffServ-TE network.
The MSA procedures can be divided into two parts:

(1) Finding multi-LSPs for the request.
(2) Allocating network traffic to the selected LSPs.

3.1. Finding multi-LSPs

The MSA uses two metrics to find multi-LSPs: the path round
trip time and the available bandwidth of each link comprising
the path. Since router queuing delay completely dominates the
path transmission delay from a source to a destination, the source
selects the path with the fewest hops as a LSP. The reason for
selecting a path with as few hops as possible is that more links
on a path not only consume more network resources, but also in-
crease propagation delay [15]. In other words, a LSP with fewer
hop counts (HCs) will have a shorter path round trip time.

The three principles of finding the multi-LSPs are as follows:

(I) All the found LSPs have no loop.
(II) The source selects the path with sufficient available band-

width and the fewest number of nodes as a LSP. Any link
in the LSP can be selected repeatedly by other LSPs as long
as the link has enough available bandwidth. When a link
no longer has enough bandwidth to carry more LSP traffic,
these links are not selected.

(III) If nodes want to keep the most current view of the available
bandwidth on all links in the network, they must update the
link state database frequently. However, frequent link state
database updates are neither scalable nor practical every
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Fig. 3. Node A sets the HC values of Nodes C, E and F at 1.
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time the available bandwidth of a link changes. Conse-
quently, the proposed algorithm does not distribute the link
state database whenever the available bandwidth of a link
changes. Instead, the source node records the changed val-
ues once the available bandwidth of a link changes.

Fig. 2 shows the execution steps of finding LSPs.
Taking the network topology shown in Fig. 1 as an example,

suppose that Node A represents the source and Node H represents
the destination. The steps for finding LSPs are as follows:

Step 1: Since the boundary node is responsible for the complex
computation in the DiffServ-TE network, Node A (which is a
boundary node) in Fig. 1 determines how many LSPs should
be used to transmit traffic. Fig. 1 shows that Nodes B, C, and
D are connected to Node A after Node A checks the link state
database. Thus, with Nodes B, C, and D as starting points, Node
A can determine that the number of LSPs is three.
Step 2: Let LSPB represent the LSP starting with Node B. Node A
uses the link state database to find the LSPB that has sufficient
available bandwidth and the fewest number of nodes passing
through it to reach Node H. First, Node A sets the HC value of
Node B at 0. Then, Node A uses the link state database to find
all the nodes adjacent to Node B. Finally, the HC values of all
nodes adjacent to Node B are set as 1. For example, Fig. 3 shows
that Node A sets the HC values of Nodes C, E, and F at 1.
Step 3: Repeat Step 2 for other nodes. Node A set all the nodes
adjacent to the nodes whose HC value is 1 at 2 instead. Fig. 4
shows that the HC values of all the nodes adjacent to Nodes
C, E, and F are set at 2. Note that if these adjacent nodes already
have a HC value, their HC values do not need to be changed
because the updated HC value may be larger than or equal to
the original HC value. Again, Fig. 4 clearly shows that Nodes
Fig. 2. The steps to fi
B, C, E, H, and I are adjacent to node F. The HC values of nodes
H and I are set at 2, but Node A does not change the HC values of
nodes B, C, and E. Likewise, Node A sets the HC values of Nodes
D and G at 2.
Step 4: Repeat this process until the destination Node H is
found. Fig. 4 shows that Node A sets the HC value of Node H
at 2. Node A records the individual HC values from Node B to
each of the nodes in the network, as Table 1 indicates. The
shortest path from Node B to Node H passes through two hops.
Hence, Node A may find a path which starts from Node B and
reaches the destination Node H through the nodes with HC
values of 0, 1 and 2, according to the link state database and
Table 1.
Step 5: There may be more than one shortest path from Node B
to Node H (passing through two hops). Fig. 4 shows that there
are two shortest paths from Node A to Node H: path p1(A,B,E,H)
and path p2(A,B,F,H). In this case, Node A selects the path with
nd LSPs.
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Table 1
All the HC values recorded by Node A.

Destination node Hop count

A 0
B 0
C 1
D 2
E 1
F 1
G 2
H 2
I 2
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the largest available bandwidth. That is, AB(p1) and AB(p2) can
be computed as follows:

ABðp1Þ ¼ minflðA;BÞa ðCTjÞ; lðB;EÞa ðCTjÞ; lðE;HÞa ðCTjÞg ¼ minf8;5;8g
¼ 5 Mb:

ABðp2Þ ¼ minflðA;BÞa ðCTjÞ; lðB;FÞa ðCTjÞ; lðF;HÞa ðCTjÞg ¼ minf8;3;7g
¼ 3 Mb:

Thus, Node A selects path p1(A,B,E,H). At this time, the LSPB is
found and denoted by LSPB(A, B, E, H).
Step 6: The available bandwidth of each link the LSPB passes
through must be updated. In this update procedure, Node A
subtracts the maximum available bandwidth of the LSPB from
the available bandwidth of each link passing through the LSPB.
Thus, Node A subtracts 5 Mb from the available bandwidth of
links l(A,B), l(B,E) and l(E,H). Fig. 5 shows the updated result.
Note that only Node A records the update for the available
bandwidth of each link. Therefore, the available bandwidth of
each link in the link state database remains unchanged.
Step 7: Node A takes Nodes C and D as starting points, and
repeats Steps 2 through 6 to find the LSPC and LSPD, separately.
According to Principle II described in Section 3.1, l(B,E) will not
be selected again because Node A has updated the available
bandwidth of this link to 0. Fig. 6 shows that the LSPC and LSPD

are found and denoted by LSPC(A,C,F,H) and LSPD(A,D,G, I,H),
respectively.

3.2. Minimizing the maximum round trip time of selected LSPs

Assume that the delay from the source to the destination is at
its minimum when the round trip time of each selected LSP is
the same or similar. If this assumption is true, allocating and
adjusting traffic to these selected LSPs involves minimizing the
round trip time between the source and the destination. Therefore,
before describing how to allocate and adjust traffic, this assump-
tion must be validated first.

Suppose that N LSPs from the source to the destination have
been found, and the variables required are defined as follows:

T: the maximum round trip time among N LSPs.
ti: the round trip time from the source to the destination via the
LSPi when it carries no traffic.
ci: the round trip time from the source to the destination via the
LSPi when it carries some traffic.
mi: the allocated traffic for the LSPi.

Validation:
To validate that the delay from source to destination is at its

minimum when the round trip time of each selected LSP is equal
or similar, set T = (t1 + d1) = (t2 + d2) = � � � = (tN+dN), where di = ci � ti,
1 6 i 6 N.

Assuming that there exists a T
0
, T

0
< T, both T

0
and T have the

same network environment, and the amount of traffic load is also
the same. T

0
can be represented as follows:

T 0 ¼ maxfðt1 þ d01Þ; ðt2 þ d02Þ; . . . ; ðtN þ d0NÞg ð2Þ

Similarly,

T ¼ maxfðt1 þ d1Þ; ðt2 þ d2Þ; . . . ; ðtn þ dnÞg ¼ ðt1 þ d1Þ
¼ ðt2 þ d2Þ ¼ � � � ¼ ðtN þ dNÞ ð3Þ
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Through (2) and (3), see that

ðt1 þ d01Þ < ðt1 þ d1Þ; ðt2 þ d02Þ < ðt2 þ d2Þ; . . . ; ðtN þ d0NÞ
< ðtN þ dNÞ ð4Þ

In (4), ti can be eliminated

d01 < d1; d
0
2 < d2; � � � ; d0N < dN ð5Þ

Since a longer round trip time leads to more transmission traffic,
d01 < d1;d

0
2 < d2; � � � ;d0N < dN represent

m01 < m1;m02 < m2; � � � ;m0N < mN ð6Þ

If the right and the left of (6) are added, then

m01 þm02 þ � � � þm0N < m1 þm2 þ . . .þmN ð7Þ

If T
0
< T, then (7) must hold, which conflicts the premise. Thus, T is

the minimum value.

3.3. Allocating network traffic to the selected LSPs

The proposed approach uses two steps to allocate network traf-
fic to the selected LSPs:

Step 1: The source allocates the initial traffic to each selected
LSP according to its individual maximum available bandwidth.
Step 2: The source adjusts traffic dynamically based on the
round trip time of the LSPs.

The following section describes these allocation steps in detail.

Step 1. Initial traffic is allocated according to the maximum
available bandwidth of each LSP.

Suppose N LSPs are found, the round trip time of LSPi is (ti + di),
and the bandwidth requested for a particular LSP is br Mb. First, the
source obtains the maximum available bandwidth of each LSP from
the link state database. Then, initial traffic is allocated to each LSP
according to its individual maximum available bandwidth. The
traffic allocated to each LSP is proportional to its individual maxi-
mum available bandwidth. Thus, the allocated initial traffic for any
LSPj is

ABðLSPjÞPN
i¼1ABðLSPiÞ

" #
� brMb: ð8Þ

Finally, the source measures the round trip time of each LSP. Let Mt

be the average round trip time, which can be denoted as follows:

Mt ¼
PN

i¼1ðti þ diÞ
N

: ð9Þ
Step 2: Dynamic adjustment of each LSP’s traffic.

After the source measures the round trip time of each LSP and
calculates the average round trip time, the following condition is
used to determine whether or not the traffic carried on each LSP
must be adjusted:

Condition: Determine whether or not the range of the round trip
time is too large. This range is defined as the difference between
the LSP with the longest round trip time and the LSP with the
shortest round trip time. Take Figs. 6 and 7 as examples, and sup-
pose that the round trip times of LSPB, LSPC, and LSPD are 28 ms,
37 ms, and 25 ms, respectively. Thus, the range of round trip time
is 12 ms (=37 ms � 25 ms).

When the range of round trip time is greater than a pre-defined
threshold, say st, the range is too large. As a result, not all the round
trip times are similar. In this case, the procedure to dynamically
adjust the traffic of each LSP is started.

To adjust the traffic of each LSP, any LSP with heavy traffic must
release traffic to LSPs with light traffic. In this study, the traffic car-
ried by the LSPjis heavy when the round trip time (tj + dj) is greater
than Mt. Therefore, the LSPjmust release traffic to shorten its round
trip time. On the other hand, the LSPj traffic is small when the
round trip time (tj + dj) is less than Mt. Therefore, the LSPjmust re-
ceive traffic to increase its round trip time. Note that the released
or received amount of traffic should be close to zero if the round
trip time (tj + dj) is close to Mt. LSPs with heavy traffic and light
traffic are called heavy LSPs and light LSPs, respectively.

For any heavy LSPj, the source calculates the amount of traffic
the LSPjmust release using the formula (10). This formula is based
on the round trip time (tj + dj), Mt and a specific parameter a, called
the tuning factor, which is used to control the amount of released
traffic. The amount of released traffic is proportional to the differ-
ence between the round trip time (tj + dj) and Mt.

a� ðtj þ djÞ �Mt

Mt
� ABðLSPjÞPN

i¼1ABðLSPiÞ

" #
� br

( )
Mb: ð10Þ

Suppose that the amount of traffic released by all heavy LSPjs is Rt

Mb, and there are x light LSPs. In this case, the source allocates Rt

to all the x light LSPs. The first step in this allocation process is to
calculate the amount of traffic allocated to the light LSP with the
longest round trip time. The next step is to take this allocated traffic
as the basis of calculating the traffic allocated to other light LSPs.
The traffic allocated to other light LSPs is based on the proportion
of each individual round trip time to the longest round trip time.
For example, suppose that LSPe, 1 6 e 6 x, is the longest round trip
time (te + de) among x light LSPs. The source then allocates the fol-
lowing traffic to the LSPe

RtPN
i¼1

teþde
tiþdi

� �Mb: ð11Þ

For any LSPy, 1 6 y 6 x, y – e, the traffic allocated to the LSPy is

te þ de

ty þ dy

� �
RtPN

i¼1
teþde
tiþdi

� � Mb: ð12Þ

Since a LSP has a smaller maximum available bandwidth when it
has a longer round trip time, the traffic allocated to any LSPy is
based on the inverse of its round trip time (=1/(ty + dy)). As men-
tioned above, the source takes the LSPe with longest round trip time
(te + de) as a base to allocate traffic; therefore, the allocated amount
of traffic to any LSPy is [1/(ty + dy)]/[1/(te + de)] times the allocated
amount of traffic to the LSPe. That is, the allocated amount of traffic
to any LSPy is [(te + de)/(ty + dy)] times the allocated amount of traffic
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to the LSPe (as shown in formula (12)). Note that the sum of individ-
ually allocated traffic of x light LSPs must equal the traffic released
from the heavy LSPj. That is,

te þ de

t1 þ d1

� �
RtPN

i¼1
teþde
tiþdi

� �þ te þ de

t2 þ d2

� �
RtPN

i¼1
teþde
tiþdi

� �þ � � �
þ te þ de

tx þ dx

� �
RtPN

i¼1
teþde
tiþdi

� � ¼ Rt : ð13Þ
3.4. The discussion of dynamic adjustment

Normally, a LSP that releases traffic will have a shorter round
trip time, and a LSP that receives the released traffic will have a
longer round trip time. As a result, all the round trip times will
be similar. However, one main issue with this design is whether
or not the dynamic adjustment will cause the network iteratively
adjust and become unstable. For example, suppose the range of
round trip time is D and D is greater than the st. Step 2 changes
the value of D to D0. When D0 is larger than D, the dynamic adjust-
ment is invalid since the range is too large. Therefore, the dynamic
adjustment must be repeated. If D0 is always larger than D, the net-
work will be iteratively adjusted and become unstable.

To overcome the possible problem, the tuning factor, say a, is
used to control the amount of released traffic. As mentioned above,
if D0 is larger than D after Step 2 is complete, this adjustment is in-
valid. In this case, the traffic carried on each LSP is not updated and
remains unchanged. a times its original value by a constant value r
(a = a � r) and Step 2 is repeated until D0 is less than or equal to D
(D0 6 D). If D0 is less than D and still larger than st, the traffic carried
on each LSP is updated, a is reset to its initial value, and Step 2 is
repeated. Otherwise, the network is completely adjusted and all
the round trip times will be similar. Fig. 8 shows the dynamic
adjustment flow chart (assuming that the initial value of a is 1).

Fig. 9 shows the dynamic adjustment procedures. Let LSPS be
the set of selected LSPs, tfc be a function from the LSPS to the real
numbers to denote the traffic assigned to each LSP, and rtt be a
Fig. 8. The dynamic adjustment flow chart.
function from the LSPS to the real numbers to denote the round
trip time of each LSP. Also, let TFC be the type of functions from
the LSPS to the real numbers. The main purpose of the dynamic
adjustment procedures is to find a TFC function that performs
the dynamic adjustment on each selected LSP.

3.5. Description of the example of allocating traffic to a LSP

Taking Fig. 6 as an example, source A first calculates that the
maximum available bandwidth of LSPB is AB(LSPB) = min{8,5,
8} = 5 Mbps; the maximum available bandwidth of LSPC is AB(-
LSPC) = min{7,8,7} = 7 Mbps; the maximum available bandwidth
of LSPD is AB(LSPD) = min{5,5,8,3} = 3 Mbps. Source A then uses
the maximum available bandwidth of LSPB, LSPC, and LSPD to calcu-
late their individual initial traffic. The initial traffic of LSPB is

5
5þ7þ3

h i
� br Mb; the initial traffic of LSPC is 7

5þ7þ3

h i
� br Mb; the ini-

tial traffic of LSPD is 3
5þ7þ3

h i
� br Mb.

Suppose that st equals 1 ms, a equals 1, and the round trip times
of LSPB, LSPC, and LSPD are 28 ms, 37 ms, and 25 ms, respectively.
Mt is 30 ms after calculation. The range of the round trip time is
12 ms (=37 ms � 25 ms), which is greater than st, and only the
round trip time of LSPC is longer than Mt. Thus, only LSPC needs
to release its traffic. Source A releases part of the LSPC traffic and
allocates it to LSPB and LSPD. Since the initial traffic of LSPC is

7
15

� �
� br Mb, the LSPC releases 1� 37�30

30

� 	
� 7

15� br
� 	

Mb of traffic
and allocates it to the LSPB and LSPD. Since the LSPB has a longer
round trip time than the LSPD, the following traffic may be in-
creased for LSPB

7
30� 7

15� br
28
28þ 28

25

 !
¼ 25

53

� �
� 7

30

� �
� 7

15

� �
� br Mb:

The increased traffic of the LSPB can serve as the basis of calculating
the increased traffic of the LSPD

28
25

� � 7
30� 7

15� br
28
28þ 28

25

 !
¼ 28

53

� �
� 7

30

� �
� 7

15

� �
� br Mb:

After the source A calculates and adjusts the traffic of each LSP, the
round trip time of the LSPB and LSPD may increase slightly, but the
round trip time of LSPC decreases slightly. This process is repeated
until D0 is less than st, which achieves the goal of decreasing the de-
lay from the source to the destination.
4. Simulation results and analysis

4.1. Simulation environment

A DiffServ-TE network with 20 nodes is randomly distributed in a
rectangular coordinate grid. Each node is located at integer coordi-
nates. The number of links between any two nodes is decided ran-
domly, and can range from one to four. The available link
bandwidth between nodes is randomly set from 1 Mb to 100 Mb.
Two nodes are selected as the source and the destination. A LSP
requests 10 Mb of bandwidth, and the total data quantity transmit-
ted by the source is 100 Mb. There are two CTs, CT0 and CT1, and they
are mapped to AF PHB and EF PHB, respectively. Each CT is assigned
to a BC. BC0 and BC1 are set at 90% and 70% of the link capacity,
respectively. The rest of the link capacity is reserved for best-effort
traffic. Assume that CT0 has a lower priority than CT1. Thus, CT0

can use the bandwidth of CT1 when that bandwidth is available.
The initial values ofa and r are set at 1 and 0.5, respectively. st is fixed
at Mt*5%. Note that the Mt is the original value before adjustment. For
example as described in Section 3.5, st = 30*5% = 1.5 ms.



Fig. 9. The dynamic adjustment procedures.
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A TCP-based ping is used to measure the round trip time of an
established LSP. The TCP-based ping is achieved in three steps.
First, the source sends a SYN packet to the destination. Second,
the destination acknowledges the SYN packet with a SYN/ACK
packet. Finally, when the source receives the SYN/ACK packet, it
finishes the process by sending an ACK to the destination. The
round trip time is measured using SYN and SYN/ACK between
source and destination. The TCP-based ping is a useful way to
record the round trip time of an established LSP without sending
any ICMP packets.
Fig. 10. Comparison of average delay.

Fig. 11. Comparison of average packet loss rate.
The simulation platform is based on FreeBSD, and the C++ lan-
guage is used to code the simulation environment.
4.2. Simulation results and discussion

Figs. 10–15 depict the simulation results. Figs. 10–15 compare
and evaluate two different approaches, namely the constrained
shortest-path-first (CSPF) algorithm and the proposed algorithm.
CSPF is enhanced to take into account CT-specific bandwidth as a
constraint when computing a path. This simulation considers four
performances metrics, namely average delay, average packet loss
rate, average throughput, and variance of available bandwidth in
all the links. For the simulation results in Figs. 10–14, each data
point on the x-axis was determined through 20 randomly-pro-
duced network topologies, and each data point on the y-axis was
determined by averaging the results of 20 computations for each
algorithm. Fig. 15 shows the number of adjustment for each simu-
lated network.
4.2.1. Comparison of average delay
Fig. 10 shows the result with the x-axis displaying the available

bandwidth of each link and the y-axis displaying the average delay
Fig. 12. Comparison of average throughput.



Fig. 13. Comparison of variance of available bandwidth for each link.

Fig. 14. Comparison of difference in variance of available bandwidth.
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from the source to the destination. The number 40 on the x-axis
means that the available bandwidth of each link can be selected
from [1 Mb to 40 Mb] at random, while 10 means that the available
bandwidth of each link can be randomly selected from [1 Mb to
10 Mb]. Thus, the available bandwidth of each link decreases along
with the value of the x-axis. Experimental results show that the
average delay difference between the proposed algorithm and CSPF
is within 5 s when the source transmits 100 Mb of data and the
available bandwidth of network is sufficient. On the contrary, the
proposed algorithm produces a much smaller average delay than
CSPF when the available bandwidth of network decreases.
Fig. 15. The number
Fig. 10 shows that it is not easy for the CSPF to find a path which
meets the requested bandwidth when the link’s available band-
width is less than 21 Mb. The average delay determined by the pro-
posed algorithm increases gradually when the available bandwidth
of the link is less than 15 Mb. This is primarily because the avail-
able bandwidth of each link is small. In addition, the average delay
produced by the CSPF is abnormally high when the available band-
width of the link is 13 Mb and 11 Mb. This is because the maxi-
mum available bandwidth from the source to the destination is
very small in some paths.

4.2.2. Average packet loss rate comparison
Fig. 11 shows the result with the y-axis displaying the average

packet loss rate for all selected LSPs from the source to the destina-
tion. The packet loss rate is defined as follows:

Average Packet loss rate ð%Þ ¼ Number of lost packet
Number of transmitted packet

:

ð14Þ

Experimental results show that the packet loss rate based on the
proposed algorithm is below 2%. The main reason for this small loss
rate is that most of the found LSPs meet the requested bandwidth.
On the contrary, it is not easy for CSPF to find a LSP when the avail-
able network bandwidth becomes smaller. This is why CSPF exhib-
its a greater increase in average packet loss rate than the proposed
algorithm.

4.2.3. Average throughput comparison
Fig. 12 shows the result with the y-axis displaying the through-

put. Normally, throughput is inversely proportional to the packet
loss rate. Fig. 12 shows that both the proposed algorithm and CSPF
produce optimal average throughput when the available band-
width of network is sufficient. However, CSPF exhibits a severe de-
crease in average throughput when available bandwidth becomes
smaller. On the contrary, the average throughput based on the pro-
posed algorithm decrease only slightly when the available band-
width is smaller. In other words, the proposed algorithm can
effectively increase the average throughput of the network.

4.2.4. Comparison of variance of available bandwidth of all links
Figs. 13 and 14 show the results with the y-axis displaying the

variance of available bandwidth of all the links for a CT j on the net-
work. The variance is defined as follows:
of adjustments.
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Variance ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPjLj
i¼0ðl

i
aðCTjÞ �

PjLj
i¼0

liaðCTjÞ
jLj Þ2

r
jLj : ð15Þ

The available bandwidth of each link and the average available
bandwidth of all the links are closer when the variance is smaller.
In other words, the difference in the available bandwidth of each
link in the simulated network is insignificant.

Fig. 13 shows that the proposed algorithm produces a lower
variance of available bandwidth than that produced by CSPF. That
is, the proposed algorithm can minimize the difference of available
bandwidth in all network links. Fig. 14 shows that the greatest dif-
ference in variance between the proposed algorithm and the CSPF
is approximately 100–350 Kb, which indicates that the proposed
algorithm can reduce a great difference in available bandwidth
for all network links.

4.2.5. The number of dynamic adjustment
As mentioned in Section 3.4, the tuning factor a controls the

amount of released traffic to avoid the problem of a network being
iteratively adjusted and becoming unstable. To validate this situa-
tion, this study randomly produces 100 DiffServ-TE network topol-
ogies, each of which includes 20 nodes. All DiffServ-TE networks
are dynamically adjusted, and the number of adjustments in each
network is recorded. Fig. 15 shows the results with the x-axis dis-
playing the number of adjustments and the y-axis displaying the
number of network topologies. These experimental results show
that the average number of adjustment is 5.96, the standard devi-
ation of adjustment is 3.30, the maximum number of adjustments
is 20, and the minimum number of adjustments is 0. There are 3
and 1 network topologies whose number of adjustments is 0 and
20, respectively. These results show that 90% of network topologies
can be completely adjusted within 10 attempts, 80% of network
topologies can be completely adjusted within 8 attempts, and
53% of network topologies can be completely adjusted within 5
attempts.

It is obvious that a network is never iteratively adjusted. Thus,
all the produced networks can be completely adjusted within a
reasonable number of iterations.
5. Conclusions

The algorithm proposed in this paper uses the available band-
width of each link as the basis for finding multiple LSPs. After find-
ing feasible LSPs, it was proven that the delay from the source to
the destination is at its minimum when the round trip time of each
LSP is the same or similar. Moreover, the source adjusts the traffic
of each LSP based on the round trip time of each LSP and the aver-
age round trip time of all the selected LSPs. This decreases the de-
lay from the source to the destination.

Simulation results clearly demonstrate that the proposed algo-
rithm yields a better average delay, average packet loss rate, aver-
age throughput, and available bandwidth variance in each link
than those based on the CSPF. In addition, all the simulated net-
works can be completely adjusted. Therefore, the proposed algo-
rithm is feasible with a higher efficiency.
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