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A B S T R A C T

The domain feature retrieval has potential applications in text summarization. However, it is
challenging to mine domain features from the user reviews. In this paper, a novel Domain
Feature Miner (DOFM) is designed by (i) formulating the feature mining problem as a clustering
problem and (ii) engaging three newly conceived empirical observations such as frequency
count, grouping semantics, and distributional statistics of features. Later, Symmetric Cluster
Extraction (SCE) and Asymmetric Cluster Extraction (ACE) algorithms are designed to identify
domain features from clusters. The effectiveness of the DOFM is verified on benchmarks
provided by the University of Illinois at Urbana–Champaign and compared with the four
state-of-the-art (SOTA) approaches using Precision, Recall, and F-score. Moreover, ROUGE
(Recall-Oriented Understudy for Gisting Evaluation), a well-known package for automatic
evaluation of summaries is used to evaluate the DOFM generated summaries. The Error Analysis
reveals that at least one of three annotators would prefer 84% sentences of all DOFM generated
summaries, while 36% sentences are preferred by all three. This indicates the robustness of
DOFM in domain feature retrieval and extractive summarization.

. Introduction

The domain features retrieval from user reviews has potential applications in summarization (Amplayo & Song, 2017; Nasar,
affry, & Malik, 2019), sentiment analysis (Xu, Pan, & Xia, 2020), and recommendation system (García-Sánchez, Colomo-Palacios,
Valencia-García, 2020) etc. The Extractive Summarization (ES) is one of such applications, where relevant sentences are selected

o generate meaningful summary. The existing ES methods select the sentences using key phrases, sentence length, sentence position
tc. However, the aforementioned parameters do not guarantee the sentences with domain features. Such summaries are least helpful
o the stakeholders. Therefore, there is a need for a robust system that identifies domain features from colloquial user reviews.
ormally, user reviews are comprised of domain and sentiment features as given in Example 1.

xample 1. The cellphone battery is the best.

Here, the ‘‘battery’’ is a domain feature and ‘‘best’’ is a sentiment feature. Sentiment feature extraction problem is relatively easy
ith sentiment dictionaries (Wu, Wu, Chang, Wu, & Huang, 2019). However, domain feature dictionaries are not readily available
nd need to be mined from the user reviews.

Usually, the Naïve approach is to designate frequent terms are domain features (Hu & Liu, 2004). For example, terms ‘‘battery’’
nd ‘‘camera’’ appear frequently in ‘‘cellphone’’ reviews and therefore designated as domain features. However, Naïve approaches
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Fig. 1. Frequency distribution of (a). domain opinion feature ‘‘battery’’, and (b). Non-domain opinion feature ‘‘service’’, in cellphone data set (Wang, Lu, & Zhai,
2011).

have two shortcomings. First, the selection of frequent but inaccurate domain features. Second, the rejection of valid but overly
general domain features. For instance, term ‘‘amazon’’ appears frequently in user reviews from Amazon portal, which is an invalid
domain feature. On the contrary, term ‘‘price’’ is a valid ‘‘cellphone’’ feature. However, it is discarded as it is overly general term (Hai,
Chang, Kim, & Yang, 2014).

Any domain feature retrieval system faces the tradeoff between the accurate feature retrieval and system complexity. The Naïve
pproaches are relatively easy to implement, but they often capture a large number of inaccurate features as well. On the contrary,
eep learning and supervised learning-based approaches perform well, but they incur additional computational costs and require the
raining of data. Therefore, a low-cost unsupervised Domain Feature Miner (DOFM) is designed to balance the tradeoff. The DOFM
educes the system complexity by incorporating three empirical observations. (1) The domain features appear in several reviews.
2) The domain features appear together and form a strong grouping-semantics. (3). The frequency distribution of domain features
s consistent across the reviews.

The motivation behind unsupervised clustering based on the frequent co-occurring candidate features is evident from Fig. 1a
nd b. As evident from Fig. 1a, ‘‘battery’’ and ‘‘camera’’ are cellphone-specific features and co-appear in several user reviews on an
xperiment on 9000 user reviews. On the contrary, non-cellphone-specific feature ‘‘service’’ has a scattered presence, which hardly
o-appear with other features. Based on our key findings, the following are the research objectives.

.1. Research objectives

• To identify the general but valid features and ignore the frequent but invalid features.
• To identify the valid domain features by designing an unsupervised yet simple approach to reduce the system complexity.
• To validate the effectiveness of key empirical observations such as frequency count, grouping semantics, and distribution

statistics for mining rich opinion features.
• To validate the impact of data set size and review size on the performance of DOFM system.
• To verify the goodness of extractive summaries generated using DOFM retrieved features.
• To perform the rigorous quality assessment of DOFM generated features to the baseline and state-of-the-art (SOTA) existing

approaches.

The DOFM brings the novelty by engaging three simple, scalable yet less compute-intensive empirical observations such as
requency count, grouping semantics, and distributional statistics of features. Employing the empirical observations to formulate
he unsupervised clusters form the basis of high quality features ignoring frequent but inaccurate features and thereby retain the
ich feature set. Moreover, the unsupervised clustering approach greatly simplifies the feature extraction process as it eliminates
he need for expensive manual feature labeling task and also eliminates the training of the model on a huge data set. Contrary to
few existing studies that extract domain features using syntactic and semantic rules, which are difficult to generalize and limit

he applicability, the DOFM iteratively formulates the symmetric and asymmetric unsupervised clusters of features. The grouping
emantics formulates the clusters that help DOFM to effectively discard the frequent yet invalid features. Another novelty of DOFM
s it is supported by symmetric and asymmetric cluster extraction algorithms, which are proved scalable and less compute-intensive
sing theorems in the proposed work.

The DOFM system is summarized as follow. First, a set of candidate features are obtained from user reviews by discarding the
top words and clustered based on the key findings. Later, the customized Symmetric Cluster Extraction (SCE) and Asymmetric
luster Extraction (ACE) algorithms are designed to extract significant clusters of features. From the extracted clusters, the final set
f opinion feature is derived to formulate robust extractive summaries.
2
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The rest of the paper is organized as follows. Section 2 describes the related works. Section 3 describes the DOFM system.
ection 4 describes the automatic cluster extraction mechanisms. Section 5 reports the experimental results and error analysis.
oncluding remarks are made in Section 6.

. Related works

The domain feature retrieval and aspect level sentiment analysis is an important yet challenging issue in the current Internet
ra. To mine rich domain features, several supervised, unsupervised, and statistical, and deep learning approaches are proposed.

.1. Supervised approaches

The supervised domain feature retrieval approaches are popular due to their simplicity and scalability; where the models are
irst trained on a training data set and later evaluated on unseen test data set. The Hidden Markov Model (HMM) is one of the
opular supervised methods to train the model by observing the existing process. In Jin, Ho, and Srihari (2009) and Kang, Ahn,
nd Lee (2018), HMM-based approaches are designed that confirms the applicability of HMM in mining relevant domain feature
etrieval. However, HMM poses a few fundamental challenges. First, it is challenging to determine the required number of hidden
tates to obtain improved performance. Moreover, the required number of hidden states changes from one data set to another,
hich limits the applicability of HMM-based approaches. Another supervised approach is the conditional random fields (CRFs)

hat retrieve the domain features by taking the review context into account. In Xia, Yang, Pan, Zhang, and An (2019), conditional
andom fields (CRFs) based approach is designed to identify domain features in reviews. Contrary to HMM, the CRFs do not have
trict independent assumptions, which enable them to accommodate the contextual information. However, CRF-based algorithms
re training compute-intensive. For instance, the CRF-based model requires re-training every time new data becomes available.
n Wang and Hong (2019) a supervised Hebb rule-based feature selection method is proposed. The Hebb rule-based feature selection
s computationally efficient. However, it requires the predefined class information to measure the correlation.

Supervised approaches perform reasonably well, but they have limitations. The foremost limitation is the requirement of a large
umber of labeled training samples for the model training, which time-consuming, tedious, and labor-intensive task. Moreover, the
ccuracy of such trained models heavily relies on the quality of the labeling. Moreover, supervised models trained for one domain
ay not fit to identify domain features for the other domains. In contrast to the supervised approach, DOFM is unsupervised in
ature and does not require expensive data labeling. Moreover, by applying an unsupervised technique, DOFM automates the entire
omain feature retrieval process.

.2. Unsupervised approaches

On the contrary, unsupervised approaches do not require labeled training data, which reduces the human intervention and likely
mprove the performance automating feature retrieval. The topic (Blei, Ng, & Jordan, 2003) and document (Zhao & Mao, 2017)
odeling are popular unsupervised approaches to identify domain features from the review sentences. In Blei et al. (2003), the
nsupervised topic modeling approach called Latent Dirichlet allocation (LDA) is introduced. The LDA mines the topics and opinion
eatures by learning the latent structures from user reviews. However, in several instances, the extracted features do not correspond
o domain features. For cellphone reviews, LDA outputs ‘‘delivery’’ as a valid topic. However, ‘‘delivery’’ is not a cellphone-specific
eature. This leads to undermining the effectiveness of LDA. More recently, an unsupervised document modeling approach called
uzzy Bag-of-Words (FBoW) is introduced in Zhao and Mao (2017) to capture the domain terms. The FBoW performs the cosine
imilarity measures between word embeddings to mine the domain term. However, FBoW may likely suffer from fundamental
hortcoming of cosine similarity measure; where the difference in rating scale of two significantly different reviews results in a high
imilarity score and degrades the overall performance.

Different from topic and document modeling, unsupervised approaches based on linguistic rules and grammar compositions are
lso proposed. In Wu, Wu, Wu, Yuan, and Huang (2018) a hybrid linguistic rules-based unsupervised aspect extraction method
s designed. The chunk-level linguistic rules are designed to extract nominal phrases and designated as candidate aspects. Later,
xtracted chunks are used as labeled data to train the gated recurrent units for aspect extraction. However, the performance of
he hybrid approach is highly dependent on the accuracy of the extracted nominal phrase and corresponding linguistic rules.
n Dragoni, Federici, and Rexha (2019) an unsupervised aspect extraction strategy is designed based on the open information
xtraction strategy and grammar compositions. The aspect extraction is carried out with the help of compound noun extraction
nd co-reference resolution. However, designating nouns and pronouns as domain features is misleading and it wrongly captures
he non-domain features such as terms ‘‘service’’ and ‘‘amazon’’ from cellphone data set as domain features. In Luo, Huang, and
hu (2019), a Knowledge Empowered prominent Aspect Extraction (KEAE) approach is designed for the aspect extraction. The
EAE utilizes Probase and WordNet as well as word embeddings for inferring reasonable aspect clusters and extracting prominent
spects. However, the performance of KEAE is highly dependent on Probase and WordNet. Although DOFM is unsupervised, it is
ot rule-based unlike (Wu et al., 2018). Moreover, DOFM is not built on grammar compositions to tag nouns as domain features.
nstead, DOFM analyzes user reviews to identify the statistical patterns based on empirical observation. This improves the ability
3

f DOFM to effectively prune the invalid features unlike (Dragoni et al., 2019).
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2.3. Statistical and deep learning approaches

The approaches based on the statistical analysis are helpful to figure out the statistical characteristics of opinion features. The
otable contribution is Association Rule Mining (ARM) (Hu & Liu, 2004). The ARM simply designates the frequently appearing noun
nd noun phrases as domain features. However, in many instances, ARM (Hu & Liu, 2004) outputs frequent yet invalid opinion
eatures such as ‘‘service’’, ‘‘amazon’’ etc. In Zha, Yu, Tang, Wang, and Chua (2014), a Product Aspect Ranking (PAR) framework
s formulated by combining the feature sentiments and overall review rating for aspect retrieval. However, PAR (Zha et al., 2014)
s built on the assumption of frequent item set mining, which is quite similar to the ARM (Hu & Liu, 2004). Hence, the PAR (Zha
t al., 2014) observes only marginal performance gain over ARM (Hu & Liu, 2004). On the contrary, DOFM includes term frequency,
rouping-semantics, and distributional statistics, which enhances the performance over ARM (Hu & Liu, 2004) and PAR (Zha et al.,
014).

The statistical analysis based on the domain relevance is also gaining popularity to identify the domain features. In Hai et al.
2014), feature mining using Intrinsic and Extrinsic Domain Relevance (IEDR) is carried out. Two data sets such as domain (DS) data
et and domain-independent (DI) data set are employed to list the features with high relevance to the domain data set and at the
ame time low relevance to the domain-independent data set. The combination of DS and DI data sets is used to effectively prune the
verly general features and to improve the results. However, in many instances, IEDR (Hai et al., 2014) prunes the overly general
et valid domain important features. For example, IEDR (Hai et al., 2014) do not consider ‘‘size’’, ‘‘price’’ etc., as cellphone-specific
eatures since they equally appear in other domain-independent data sets such as hotel, culture, etc.

In recent years, domain feature mining using the Deep Learning (DL) techniques (Abas, El-Henawy, Mohamed, & Abdellatif,
020; Da’u, Salim, Rabiu, & Osman, 2020; Poria, Cambria, & Gelbukh, 2016) and Recurrent Neural Network (RNN) (Wang, Sun,
uang, & Zhu, 2019) are gaining wide acceptability due to its robustness. In Da’u et al. (2020), a weighted Aspect-based Opinion
ining using Deep learning (AOD) method is proposed. The AOD extracts the domain features using a DL-based method and fuses

hem to generate recommendations. In Poria et al. (2016), a seven-layer deep convolutional neural network (DCNN) is proposed to
abel words aspect or non-aspect word. Later, the DCNN is combined with linguistic patterns to design a sentiment analysis model.
n Abas et al. (2020), a deep learning model for fine-grained aspect-based opinion mining is proposed. The proposed work (Abas
t al., 2020) trains Google’s pre-trained language model on three specific domain corpora for domain adaption and local and global
omain features extraction. The DL-based methods show the ability of DL techniques in domain feature retrieval with promising
esults. However, the DL-based method requires significant computational power to deal with messy and unstructured data. On the
ontrary, the proposed DOFM requires low computational power due to its unsupervised nature and it incorporates three simple yet
obust key observations in domain feature mining. In Wang et al. (2019), an RNN supported aspect-level sentiment capsules model
s designed to jointly perform aspect detection and sentiment classification.

. DOFM: Domain Feature Miner

.1. System model

Let R = {𝑟1, 𝑟2,… , 𝑟𝑘} be a data set comprised of 𝑘 reviews. Let 𝑟𝑖 ∈ R be a set of terms (words) and 𝑛𝑖 be the number of distinct
terms in 𝑟𝑖 after preprocessing and stop words1 removal. For each 𝑟𝑖, let 𝑊𝑖 = {𝑤𝑗

𝑖 |𝑗 = 1, 2,… , 𝑛𝑖} be the set of distinct terms.
Consequently, let 𝑊 D be a set of distinct terms across the R and derived as 𝑊 D =

⋃𝑘
𝑖=1 𝑊𝑖. It is likely that terms appear multiple

times in a review such as ‘‘battery’’ in a cellphone review. Let 𝑓 𝑗
𝑖 be a frequency of 𝑤𝑗

𝑖 in 𝑟𝑖, where 𝑓 𝑗
𝑖 ≥ 1. Similarly, any term

𝑤𝑗
𝑖 ∈ 𝑊 D may also appear multiple times in a data set R. Let 𝐹 𝑗

𝑖 be a frequency of 𝑤𝑗
𝑖 in R, where 𝐹 𝑗

𝑖 ≥ 1. The 𝐹 𝑗
𝑖 is derived as

𝐹 𝑗
𝑖 =

∑𝑘
𝑖=1 𝑓

𝑗
𝑖 .

Let  be a set of domain features identified by expert annotators from R and it represents the ground truth. The objective is
to mine a sub-set  of domain features (i.e., terms) from 𝑊 D in such a way that ∀𝑤𝑗

𝑖 ∈ , the 𝑤𝑗
𝑖 ∈ , where  ⊆ 𝑊 D. The 

represents the set of domain features.

3.2. System objective

Let  be a set of domain-specific opinion features identified by expert annotators from R. In an opinion feature mining problem,
the objective is to mine a sub-set  of opinion features (i.e., words) from 𝑊 D, where  ⊆ 𝑊 D in such a way that ∀𝑤𝑗

𝑖 ∈ , the
𝑤𝑗

𝑖 ∈ . The  represents the set of domain-specific opinion features.

3.3. DOFM framework

The DOFM framework is comprised of four modules as shown in Fig. 2. (1) Review-Feature (RF) mapping and Inverse
Review-Feature (IRF) mapping, (2) Feature Frequency Matrix (FFM) formulation, (3) Clustered Feature Grouping Matrix (CFGM)
formulation, and (4) Automatic Clusters Extraction. The R is considered as an input and 𝑊 D as candidate features. Let 𝑛 be the
number of candidate features in R represented as {𝑐𝑓1, 𝑐𝑓2,… , 𝑐𝑓𝑛} and organized in an 𝑛 × 𝑛 array called as Feature Frequency

1 The set of words in a language with least significance. In English, ‘‘this’’, ‘‘that’’, ‘‘when’’, ‘‘who’’, ‘‘is’’, etc., are stop words.
4
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Fig. 2. The DOFM framework.

Matrix (𝐹𝐹𝑀𝑛×𝑛). Here, any cell 𝐶𝑖𝑗 ∈ 𝐹𝐹𝑀𝑛×𝑛 represents the co-appearance frequency of 𝑐𝑓𝑖 and 𝑐𝑓𝑗 , 𝑖, 𝑗 = 1, 2,… , 𝑛. The 𝐹𝐹𝑀𝑛×𝑛
is transformed to 𝐶𝐹𝐺𝑀𝑛×𝑛 by permuting columns and rows of a matrix using Bond Energy Algorithm to bring the numerically
larger elements together (Arabie & Hubert, 1990). The 𝐶𝐹𝐺𝑀𝑛×𝑛 contains symmetric and asymmetric sub-clusters of candidate
features, which are difficult to obtain automatically. The customized Symmetric Cluster Extraction (SCE) and Asymmetric Cluster
Extraction (ACE) algorithms are designed to extract relevant symmetric and asymmetric clusters, respectively. Finally, symmetric
and asymmetric clusters are processed to obtain the domain feature set . The entire DOFM system process with the example is
described in Section 3.4.

3.4. DOFM system with example

Let R = {𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5} be a set of cellphone reviews. Each review 𝑟𝑖 ∈ R is processed to retain distinct terms designated as
candidate features. It is to note that candidate features may repeat in a given review. Let us assume that following are the candidate
features each review contains after preprocessing. Let 𝑟1 = {camera, display, service, service, service, otg}, 𝑟2 = {camera, speaker,
battery}, 𝑟3 = {display, battery}, 𝑟4 = {camera, speaker, battery, order}, and 𝑟5 = {camera, display, delivery, delivery, delivery,
speaker, battery}. Consequently, R contains eight distinct candidate features {camera, display, service, delivery, speaker, battery,
otg, order} represented as 𝑊 D = {𝑐𝑓1, 𝑐𝑓2, 𝑐𝑓3, 𝑐𝑓4, 𝑐𝑓5, 𝑐𝑓6, 𝑐𝑓7, 𝑐𝑓8}, respectively.

3.4.1. RF and IRF mapping
In RF-mapping, each review 𝑟𝑖 ∈ R is organized in a tabular form by mapping corresponding candidate features as shown in

Fig. 3a. In IRF-mapping, the RF-mapping table is scanned and frequency of each candidate feature is obtained across R. For each
𝑐𝑓𝑗 ∈ 𝑊 D, corresponding frequency 𝐹𝑗 and set ℛ𝑗 = {𝑟𝑖 ∣ 𝑟𝑖 ∈ R, 𝑐𝑓𝑗 ∈ 𝑟𝑖} are obtained as shown in Fig. 3b. Here, 𝐹𝑗 = |ℛ𝑗 |.
Now, let us explore the frequency-based domain features extraction method. Let 𝑐𝑓𝑗 be considered frequent with 𝐹𝑗 > 2. As shown
in Fig. 3b, {𝑐𝑓1, 𝑐𝑓2,… , 𝑐𝑓7} qualifies to be domain features with corresponding 𝐹𝑗 ≥ 2, 𝑗 = 1, 2,… , 7. However, frequency-based
approaches consider frequent yet invalid candidate features as domain features. For instance, 𝑐𝑓3 = ‘‘service’’ is a frequent yet invalid
domain feature in a given ‘‘cellphone’’ data set R. Hence, a grouping semantics among the candidate features is explored along with
individual frequency to retrieve valid domain features.

3.4.2. Feature Frequency Matrix (FFM)
From an IRF-mapping, FFM is generated to quantify the relationship between all pairs of candidate features (𝑐𝑓𝑖, 𝑐𝑓𝑗), where

𝑖, 𝑗 = 1, 2,… , 8. Fig. 4a shows 𝐹𝐹𝑀8×8 constructed from the IRF-mapping shown in Fig. 3b. Here, ∀𝐶𝑖𝑗 ∈ 𝐹𝐹𝑀8×8, 𝐶𝑖𝑗 = |ℛ𝑖 ∩ℛ𝑗 |

represents number of reviews common to 𝑐𝑓𝑖 and 𝑐𝑓𝑗 . Higher the value of 𝐶𝑖𝑗 , more frequent the co-appearance of 𝑐𝑓𝑖 and 𝑐𝑓𝑗 .
It is difficult to draw conclusion from 𝐹𝐹𝑀8×8 as clusters of candidate features with co-appearance count 𝐶𝑖𝑗 ≥ 2 are scattered.
Therefore, 𝐹𝐹𝑀 is transformed into 𝐶𝐹𝐺𝑀 by permuting the rows and columns to gain knowledge.
5

8×8 8×8



Information Processing and Management 58 (2021) 102474H.K. Thakkar et al.

t

3

Fig. 3. Construction of RF-mapping and IRF-mapping from review data set.

Fig. 4. Construction of 𝐹𝐹𝑀8×8 and derivation of 𝐶𝐹𝐺𝑀8×8 using BEA. (For interpretation of the references to color in this figure legend, the reader is referred
o the web version of this article.)

.4.3. Clustered Feature Grouping Matrix (CFGM)
In CFGM, pair (𝑐𝑓𝑖, 𝑐𝑓𝑗), where 𝑖, 𝑗 = 1, 2,… , 8 with 𝐶𝑖𝑗 ≥ 2 are grouped together which results in symmetric and asymmetric

clusters with strong and weak grouping semantics, respectively. The generated 𝐶𝐹𝐺𝑀8×8 is shown in Fig. 4b, which contains two
3 × 3 symmetric clusters that exhibit strong grouping semantics (in yellow) with 𝐶𝑖𝑗 ≥ 2. Similarly, two asymmetric clusters are also
generated that exhibit weak grouping semantics (in light pink) with 𝐶𝑖𝑗 < 2. The symmetric clusters show that {𝑐𝑓1, 𝑐𝑓2, 𝑐𝑓5, 𝑐𝑓6, 𝑐𝑓7}
not only appear frequently but also co-appear in several reviews in R. On the contrary, asymmetric clusters show that {𝑐𝑓3, 𝑐𝑓4}
have no frequent co-appearance and have weak grouping semantics with {𝑐𝑓1, 𝑐𝑓2, 𝑐𝑓7}. Consequently, {𝑐𝑓1, 𝑐𝑓2, 𝑐𝑓5, 𝑐𝑓6, 𝑐𝑓7} with
corresponding candidate features {camera, display, speaker, battery, otg} are considered as domain features and the rest three
{𝑐𝑓3, 𝑐𝑓4, 𝑐𝑓8} with candidate features {service, delivery, order} are ignored.

4. Other parts of DOFM system

4.1. Symmetric Clusters Extraction (SCE)

The process of the SCE is described in Algorithm 1. The 𝐶𝐹𝐺𝑀𝑛×𝑛 is an input and the objective is to identify the clusters
of cells with 𝐶𝑖𝑗 ≥ 𝛿. Here 𝛿 is user-defined threshold. The 𝐶𝐹𝐺𝑀𝑛×𝑛 is scanned from left-to-right and top-to-bottom. For each
𝐶𝑖𝑗 ∈ 𝐶𝐹𝐺𝑀𝑛×𝑛, a temporary matrix 𝛱1×1 is initialized with 𝐶𝑖𝑗 ≥ 𝛿. The 𝛱1×1 is expanded to 𝛱2×2 only if ∀𝐶𝑖𝑗 ∈ 𝛱1×1, 𝐶𝑖𝑗 ≥ 𝛿
holds true. Similarly, 𝛱2×2 is expanded to 𝛱3×3 only if ∀𝐶𝑖𝑗 ∈ 𝛱2×2, 𝐶𝑖𝑗 ≥ 𝛿 holds true. The temporary matrix expansion process
terminate at 𝛱 only if ∃𝐶 ∈ 𝛱 with 𝐶 < 𝛿.
6
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Algorithm 1: Symmetric Clusters Extraction (SCE).
Input: 𝐶𝐹𝐺𝑀𝑛×𝑛.
Output: Symmetric clusters 𝑆𝐶.
Notations:
𝛿 = Predefined threshold,
𝐶𝑖𝑗 = Value of 𝑖th row and 𝑗th column of 𝐶𝐹𝐺𝑀𝑛×𝑛,
𝑁_𝑅𝑜𝑤𝑠(𝑋𝑝×𝑞) = Number of rows in matrix 𝑋𝑝×𝑞 .

1 Initialize 𝛿 ;
2 Initialize 𝑆𝐶 = 𝑛𝑢𝑙𝑙 ;
3 Scan 𝐶𝐹𝐺𝑀𝑛×𝑛 left-right and top-bottom ;
4 foreach 𝐶𝑖𝑗 ≥ 𝛿 do
5 Initialize temporary cluster matrix 𝛱1×1 ;
6 Insert cell 𝐶𝑖𝑗 into 𝛱1×1 ;
7 Assign 𝑘 = 𝑁_𝑅𝑜𝑤𝑠(𝛱1×1) ;
8 while ∀𝐶𝑖𝑗 ∈ 𝛱𝑘×𝑘 ≥ 𝛿 do
9 Expand 𝛱𝑘×𝑘 to 𝛱(𝑘+1)×(𝑘+1) ;
10 𝑘 = 𝑘 + 1 ;
11 end
12 𝑆𝐶 = 𝑆𝐶 ∪𝛱(𝑘−1)×(𝑘−1) ;
13 end
14 Discard all proper subset clusters from 𝑆𝐶 ;
15 return 𝑆𝐶 ;

Fig. 5 shows an example of SCE for a 𝐶𝐹𝐺𝑀8×8 constructed in Section 3.4.3. The 𝐶𝐹𝐺𝑀8×8 is scanned from left-to-right and
op-to-bottom to identify the cell 𝐶𝑖𝑗 ≥ 𝛿. Let 𝛿 = 2. As shown in Fig. 5a, 𝐶22 ∈ 𝐶𝐹𝐺𝑀8×8 and 𝐶22 ≥ 𝛿. Therefore, temporary cluster
xpansion 𝛱1×1 starts from 𝐶22 shown in yellow. As shown in Fig. 5b, the 𝛱1×1 incrementally expands to 𝛱2×2 as ∀𝐶𝑖𝑗 ∈ 𝛱2×2,
𝐶𝑖𝑗 ≥ 𝛿. Similarly, 𝛱2×2 incrementally expands to 𝛱3×3 as ∀𝐶𝑖𝑗 ∈ 𝛱3×3, 𝐶𝑖𝑗 ≥ 𝛿 shown in Fig. 5c. The temporary cluster expansion
process terminates at 𝛱4×4, as ∃𝐶𝑖𝑗 ∈ 𝛱4×4 with 𝐶𝑖𝑗 < 𝛿. For instance, 𝐶25 ∈ 𝛱4×4 = 1, and 𝐶25 < (𝛿 = 2). Therefore, a symmetric
luster 𝛱3×3 is considered with respect to 𝐶22. The aforementioned process repeats ∀𝐶𝑖𝑗 ∈ 𝐶𝐹𝐺𝑀8×8 with 𝐶𝑖𝑗 ≥ 𝛿. In Fig. 5a, there

are 17 cells with 𝐶𝑖𝑗 ≥ 𝛿 = 2 and therefore a set 𝑆𝐶 of 17 symmetric clusters will be generated. However, all subset clusters from
𝑆𝐶 are discarded to retain large superset clusters. For a given example, SCE outputs two large symmetric clusters (in yellow) as
shown in Fig. 4b.

Theorem 1. The time-complexity for 𝑆𝐶𝐸 from 𝐶𝐹𝐺𝑀𝑛×𝑛 is bounded by (𝐶𝑛2).

Proof. The SCE is an iterative step by step expansion process from 𝛱1×1 to 𝛱𝑘×𝑘 until ∃𝐶𝑖𝑗 ∈ 𝛱𝑘+1×𝑘+1 with 𝐶𝑖𝑗 < 𝛿.

• The SCE contains two sub-processes such as a matrix scanning and iterative temporary cluster formation.
• The unit operation in a matrix scanning is a ‘‘search’’ and in iterative temporary cluster formation is a ‘‘comparison’’. The unit

operations ‘‘search’’ and ‘‘comparison’’ are considered as basis for the time complexity calculation.
• Search complexity: In a 𝐶𝐹𝐺𝑀𝑛×𝑛, a matrix scanning takes 𝑛 × 𝑛 search operations. Let 𝐶 be a constant that represents 𝑛 × 𝑛

matrix cells. Therefore, worst-case search time complexity is (𝐶).
• Temporary cluster formation complexity: On the other hand, 𝑆𝐶𝐸 results in an iterative temporary cluster formation of size 𝛱𝑘×𝑘

in the worst case scenario, where 𝑘 = 𝑛.
• ∀𝐶𝑖𝑗 ∈ 𝐶𝐹𝐺𝑀𝑛×𝑛, the temporary cluster formation of size 𝛱𝑘×𝑘 takes maximum (𝑘2) number of comparisons. For 𝑘 = 𝑛, it

takes (𝑛2) comparisons.
• The aforementioned process repeats for each of the 𝐶 number of cells, which results in (𝐶𝑛2). Hence the worst-case time

complexity of SCE is bounded by (𝐶𝑛2). □

4.2. Asymmetric Clusters Extraction (ACE)

The ACE algorithm identifies asymmetric clusters with 𝐶𝑖𝑗 ≥ 𝛿. The detailed process of ACE is described in Algorithm 2. The
ACE takes 𝐶𝐹𝐺𝑀𝑛×𝑛 as input and outputs a set 𝐴𝐶 of asymmetric clusters. Similar to SCE, ACE also chooses the threshold 𝛿 using
heuristic methods described in Section 4.3. Unlike SCE, ACE first expands column-wise followed by row-wise to formulate 𝛱𝑛×𝑚 in
such a way that 𝑛 ≠ 𝑚, and ∀𝐶𝑖𝑗 ∈ 𝛱𝑛×𝑚, the 𝐶𝑖𝑗 ≥ 𝛿.

In order to explain ACE, few cell values of Fig. 5 is changed to prepare new 𝐶𝐹𝐺𝑀8×8 as shown in Fig. 6. The 𝐶𝐹𝐺𝑀8×8
is scanned from left-to-right and top-to-bottom to identify the cell 𝐶𝑖𝑗 ≥ 𝛿. Let 𝛿 = 2. As shown in Fig. 6a, 𝐶22 ∈ 𝐶𝐹𝐺𝑀8×8
and 𝐶22 ≥ 𝛿. Therefore, temporary cluster expansion 𝛱1×1 starts from 𝐶22 shown in yellow. Contrary to SCE, ACE first expands
column-wise followed by row-wise. As shown in Fig. 6b, the 𝛱 incrementally expands column-wise to 𝛱 , 𝛱 , and 𝛱 as
7
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Fig. 5. Example of SCE from 𝛱1×1 to 𝛱4×4. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

Fig. 6. Example of ACE from 𝛱1×1 to 𝛱2×4. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

∀𝐶𝑖𝑗 ∈ 𝛱1×𝑘, 𝐶𝑖𝑗 ≥ 𝛿 with 𝑘 ∈ {2, 3, 4}. The column-wise temporary cluster expansion process terminates at 𝛱1×4, as ∃𝐶𝑖𝑗 ∈ 𝛱1×5

with 𝐶𝑖𝑗 < 𝛿. Similarly, 𝛱1×4 incrementally expands to 𝛱2×4 in a row-wise as ∀𝐶𝑖𝑗 ∈ 𝛱2×4, 𝐶𝑖𝑗 ≥ 𝛿 shown in Fig. 6c. The row-wise

temporary cluster expansion process terminates at 𝛱 , as ∃𝐶 ∈ 𝛱 with 𝐶 < 𝛿. In Fig. 6a, there are 15 cells with 𝐶 ≥ 𝛿 = 2
8
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and therefore a set 𝐴𝐶 of 15 Asymmetric clusters will be generated. However, all subset clusters from 𝐴𝐶 are discarded to retain
arge superset clusters. For a given example, ACE outputs two large Asymmetric clusters (in yellow) as shown in Fig. 6c.

Algorithm 2: Asymmetric Clusters Extraction (ACE).
Input: 𝐶𝐹𝐺𝑀𝑛×𝑛.
Output: Asymmetric clusters (𝐴𝐶).
Notations:
𝛿 = Predefined threshold,
𝐶𝑖𝑗 = Value of 𝑖th row and 𝑗th column of 𝐶𝐹𝐺𝑀𝑛×𝑛,
𝑁_𝑅𝑜𝑤𝑠(𝑋𝑝×𝑞) = Number of rows in matrix 𝑋𝑝×𝑞 ,
𝑁_𝐶𝑜𝑙𝑠(𝑋𝑝×𝑞) = Number of columns in matrix 𝑋𝑝×𝑞 .

1 Initialize value of 𝛿 ;
2 Initialize 𝐴𝐶 = 𝑛𝑢𝑙𝑙 ;
3 Scan 𝐶𝐹𝐺𝑀 left-right and top-bottom ;
4 foreach 𝐶𝑖𝑗 ≥ 𝛿, where 𝐶𝑖𝑗 ∈ 𝐶𝐹𝐺𝑀𝑛×𝑛 do
5 Initialize temporary matrix 𝛱1×1 ;
6 Insert cell 𝐶𝑖𝑗 into 𝛱1×1 ;
7 Assign 𝑘 = 𝑁_𝑅𝑜𝑤𝑠(𝛱1×1) ;
8 Assign 𝑙 = 𝑁_𝐶𝑜𝑙𝑠(𝛱1×1) ;
9 𝑚 = 𝑙 + 1 ;
10 while 𝐶𝑖𝑚 ≥ 𝛿, where 𝐶𝑖𝑚 ∈ 𝐶𝐹𝐺𝑀𝑛×𝑛 do
11 Expand 𝛱𝑘×𝑙 to 𝛱𝑘×𝑚 ;
12 Insert cell 𝐶𝑖𝑚 into 𝛱𝑘×𝑚 ;
13 𝑙 = 𝑚 ;
14 𝑚 = 𝑚 + 1 ;
15 end
16 foreach 𝐶𝑖𝑦 ∈ 𝛱𝑖×(𝑚−1), where 𝑦 = 𝑙 to 𝑚 − 1 do
17 𝑛 = 𝑖 + 1 ;
18 while 𝐶𝑛𝑦 ≥ 𝛿, where 𝐶𝑛𝑦 ∈ 𝐶𝐹𝐺𝑀𝑛×𝑛 do
19 Expand 𝛱𝑖×(𝑚−1) to 𝛱𝑛×(𝑚−1) ;
20 Insert cell 𝐶𝑛𝑦 into 𝛱𝑛×(𝑚−1) ;
21 𝑛 = 𝑛 + 1 ;
22 end
23 end
24 𝐴𝐶 = 𝐴𝐶 ∪𝛱(𝑛−1)×(𝑚−1) ;
25 end
26 Discard all proper subset clusters from 𝐴𝐶 ;
27 return 𝐴𝐶 ;

Theorem 2. The time-complexity for 𝐴𝐶𝐸 from 𝐶𝐹𝐺𝑀𝑛×𝑛 is bounded by (𝐶𝑛2).

roof. The ACE is also an iterative step by step expansion process from 𝛱1×1 to 𝛱𝑛×𝑚 until ∃𝐶𝑖𝑗 ∈ 𝛱𝑛+1×𝑚+1 with 𝐶𝑖𝑗 < 𝛿.

• The ACE time-complexity can be proved similar to SCE with two sub-processes such as a matrix scanning and iterative
temporary cluster formation with unit operations ‘‘search’’ and ‘‘comparison’’, respectively.

• Search complexity: The ACE takes constant 𝑛 × 𝑛 number of search operations to scan 𝐶𝐹𝐺𝑀𝑛×𝑛 matrix, which results in (𝐶)
for 𝐶 = 𝑛 × 𝑛.

• Temporary cluster formation complexity: Contrary to SCE, the maximum size of a temporary matrix in ACE can be 𝛱𝑛×(𝑛−1) or
𝛱(𝑛−1)×𝑛, which requires at most 𝑛2 − 𝑛 number of comparisons represented as (𝑛2).

• ∀𝐶𝑖𝑗 ∈ 𝐶𝐹𝐺𝑀𝑛×𝑛, the temporary cluster formation of size 𝛱𝑘×𝑘 takes maximum (𝑘2) number of comparisons. For 𝑘 = 𝑛, it
takes (𝑛2) comparisons.

• The temporary matrix formation process repeats for each of the 𝐶 cells of 𝐶𝐹𝐺𝑀𝑛×𝑛. Hence, the worst case time complexity
can be represented as (𝐶𝑛2). □

.3. Heuristic approaches to decide threshold 𝛿

The 𝛿 can be decided experimentally. However, it is a tedious and time-consuming process. Moreover, the 𝛿 obtained for one data
set may not be applicable to another. Hence, heuristics methods are employed to obtain 𝛿 considering the distribution of candidate
eatures in R. If candidate features follow the Gaussian Distribution, then mean can be used as a threshold represented as 𝛿 . The
9
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Table 1
Statistical information of domain review data sets.

Data set # of reviews Avg # of sentences Avg # of words Avg # of candidate features

camera 9000 4.90 38.90 27.69
laptop 9000 17.72 155.63 119.20
cellphone 9000 9.27 55.72 34.26
tablet 9000 13.18 102.09 70.15
television 9000 20.81 176.45 104.09
hotel 9000 7 41.44 33.83

𝛿𝜇 is calculated from the value of cells in the main diagonal of 𝐶𝐹𝐺𝑀𝑛×𝑛 as given in Eq. (1).

𝛿𝜇 =

∑𝑛
𝑖=1

∑𝑛
𝑗=1 𝐶𝑖𝑗

𝑛
, ∀𝑖 = 𝑗 (1)

For skewed distribution of candidate features, median acts as a suitable measure to calculate threshold represented as 𝛿𝑀 . The
𝑀 is calculated by arranging the candidate features in ascending order of their frequency in R followed by selecting a middle value
f the ordered list.

The another heuristic method is based on the histogram of values present in the main diagonal of 𝐶𝐹𝐺𝑀𝑛×𝑛. The histogram
eveals the proportional distribution of individual values. The 𝐶𝐹𝐺𝑀8×8 shown in Fig. 4b has four possible values such as 1, 2,
and 4 in main diagonal with proportional distribution of 3

8 , 1
8 , 3

8 and 1
8 , respectively. To estimate the threshold, values from

aximum to minimum are selected and their proportional distribution is added until it crosses half of the distribution. The added
roportional distribution of 4 and 3 is ( 18 + 3

8 ) =
4
8 , which is still not greater than 4

8 . Hence, proportional distribution of 2 is added,
which results in total proportional distribution of ( 18+

3
8+

1
8 ) =

5
8 > 4

8 The minimum value out of 4, 3, and 2 is chosen as representative
istogram based threshold represented as 𝛿𝐻 .

. Experimental study

.1. Description of data sets

To validate the effectiveness of the DOFM in terms of domain feature mining, we evaluate the DOFM using Amazon and
ripAdvisor data sets acquired from the University of Illinois at Urbana–Champaign (Wang et al., 2011), which is widely used in
elated works (Pham & Le, 2018; Zhang, Barzilay, & Jaakkola, 2017; Zhao & Mao, 2017). The data sets consist of review sentences
rom six different domains such as ‘‘camera’’, ‘‘laptop’’, ‘‘cellphone’’, ‘‘tablet’’, ‘‘television’’, and ‘‘hotel’’. Each domain is consists
f 9000 randomly chosen reviews, which together form a data set of size 54000 reviews. The statistical detail of the data sets
s shown in Table 1. The data sets are comprised of a set of JSON files and each JSON file is comprised of several reviews that
tore information on attributes ‘‘title’’, ‘‘review id’’, ‘‘reviewer’’, ‘‘date’’, ‘‘overall rating’’, and ‘‘user review’’ in a key–value format.
or domain feature analysis, only the ‘‘user reviews’’ are considered and other attributes are discarded. The television reviews are
etailed with the highest average number of sentences and words per review; whereas camera reviews are shallow with the lowest
verage number of sentences and words per review. The average number of candidate features represents the words other than stop
ords.

.2. Experimental details

Each data set is pre-processed on MATLAB R2017a to remove the bias and to keep the content coverage uniform as follow. (1)
eviews with less than 05 words are discarded as they are less informative. (2) All the terms are changed to lower cases. (3) Special
ymbols and punctuations are removed. (4) Stop words are removed using the Terrier information retrieval platform2 to obtain
andidate features. The domain feature labeling is carried out for all six domains with the help of two domain experts. Each review
entence is analyzed by both experts to label the domain features. For example, in a sentence, ‘‘The cellphone battery is good, but
he camera is bad’’, both experts are asked to label domain features ‘‘battery’’ and ‘‘camera’’. The conflict between the experts is
esolved by engaging a third expert. The outcome of expert labeling of randomly chosen 1000 reviews is described as follows. The
nter-annotator reliability is 0.77, which is measured using Cohen’s kappa coefficient (Sim & Wright, 2005). The kappa coefficient
etween 0.61 to 0.8 is considered a substantial agreement.

2 http://terrier.org/.
10
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Table 2
Comparison of sample output opinion feature extracted for cellphone data set.

Annotators ARM DOFM IEDR PAR AORF KEAE

camera camera camera camera camera camera camera
battery battery battery battery battery battery battery
screen screen screen screen screen screen screen
sound sound sound sound sound sound sound
size size size × size size size
price price price × price price price
× service × service service service service
× amazon × × amazon amazon ×

5.3. Quality assessment of domain features

The DOFM extracted domain features are compared with those extracted by state-of-the-art approaches and the expert annotators.
The description of the rival approaches is as follow: (a) Expert annotators, where domain features are manually extracted by

xperts; (b) IEDR (Hai et al., 2014), where domain features are extracted using domain-dependent and domain-independent data sets;
c) ARM (Hu & Liu, 2004), where frequent nouns are considered domain features; (d) PAR (Zha et al., 2014), where domain feature
re extracted and ranked using probabilistic approach; (e) Aspect-based Opinion Ranking Framework (AORF) (Kumar & Abirami,
018), where nouns and pronouns are considered as domain features; (f) Knowledge Empowered prominent Aspect Extraction
KEAE) (Luo et al., 2019), where sources such as Probase and WordNet is used for the aspect extraction.

The sample output produced by the approaches for ‘‘cellphone’’ data set is shown in Table 2. The expert annotated domain
eatures are considered ground truth to evaluate the approaches. The ‘‘cellphone’’ reviews are obtained from the Amazon and
t is likely that reviewers may rate services offered by amazon as well. As shown in Table 2, ‘‘service’’ and ‘‘amazon’’ are non-
omain features. However, ARM (Hu & Liu, 2004) and AORF (Kumar & Abirami, 2018) captures them as domain features due to
he high-frequency count. The PAR (Zha et al., 2014) assumes that domain features likely appear in several reviews, which is similar
ssumption to that of ARM (Hu & Liu, 2004). Hence, the outcome of PAR (Zha et al., 2014) is similar to that of ARM (Hu & Liu,
004) and AORF (Kumar & Abirami, 2018). On the contrary, IEDR (Hai et al., 2014) and KEAE (Luo et al., 2019) successfully avoid
he non-domain feature ‘‘amazon’’, but retains the ‘‘service’’, when ‘‘cellphone’’ data set is analyzed. However, IEDR (Hai et al.,
014) also excludes the generic features ‘‘size’’ and ‘‘price’’, which equally appear in domain-dependent data set ‘‘cellphone’’ and
omain-independent data set ‘‘hotel’’. The potential reason for improved performance of KEAE is its effective strategy of narrowing
he domain feature space utilizing the Probase and Wordnet.

On the contrary, output of the DOFM is similar to the one reported by expert annotators. The non-domain features ‘‘amazon’’
nd ‘‘service’’ are frequent, but their skewed distribution across ‘‘cellphone’’ data set results into their lower co-appearance count.
his leads to their rejection as domain features in the DOFM.

.4. Impact of data set size

An empirical analysis is performed to ascertain the impact of data set and review size on the domain feature retrieval system.
ig. 7 reports the number of domain features extracted with reference to data set size. Three separate experiments are carried out
uch as (a) using only SCE, (b) using only ACE, and (c) using both SCE and ACE with 𝛿𝜇 threshold.

The experimental outcome concerning the data set size is described as follow. Fig. 7 confirms that the number of domain features
increases with the data set size and saturates towards the end. This infers that beyond a sufficient number of reviews, the probability
of mining unseen domain feature is negligible. It is observed the SCE is more successful than ACE in mining domain features given
a data set size. However, the SCE and ACE together mine more number of domain features compared to their individual use. The
results of Fig. 7 are in line with the statistical analysis of data sets reported in Table 1. The DOFM mines the highest number
of domain features i.e. 421 from ‘‘laptop’’ data set in combined use of SCE and ACE, which also contains the highest number of
candidate features as reported in Table 1. On the contrary, DOFM mines only 198 domain features from ‘‘television’’ data set, which
contradicts to its statistical analysis reported in Table 1. The ‘‘television’’ data set reviews are detailed and contain more number of
candidate features as reported in Table 1. However, our analysis reveals that most candidate features do not qualify to be domain
features considering their lower co-appearance count.

5.5. Impact of review size

An empirical analysis is performed to ascertain the impact of the review size. The reviews are manually classified into small,
medium, and large categories based on the size. Fig. 8 reports the number of domain features extracted across the three categories
for each data set. The experimental outcome concerning the review size is described as follow. Fig. 8 reports that there is a linear
relationship between the domain feature extraction and review size. With the increase in review size, the probability of mining
more number features also increases proportionally. This linear relationship is obvious due to human psychology. The large-sized
user reviews are likely to be more detailed in nature, which likely increases the probability of more number of feature inclusion by
11
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Fig. 7. Number of output opinion features on different data set size, (a) Using only SCE, (b) Using only ACE, (c) Using both SCE and ACE.

Fig. 8. Number of output opinion features on different sizes of reviews.

Another empirical study is performed to address the question, what is the maximum and minimum size of co-appearing features
12

et. In other words, the study intends to know the number of features co-appear across the 9000 reviews and their co-appearance
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Fig. 9. (a) The maximum, minimum, and average size of co-appearing feature set, (b) The # of occurrences of maximum and minimum number of co-appearing
features.

Table 3
List of Top-10 opinion features.

camera laptop cellphone tablets television hotel

lens processor battery screen sound service
zoom ram camera apps price location
resolution screen screen price apps cleanliness
screen drive sound size internet staff
sound design speaker battery screen parking
price os volume wifi remote breakfast
battery macbook price camera wifi internet
size software design display hdmi bathroom
memory battery bluetooth speakers size price
digital cd memory 4g lcd size

frequency count. This helps us to identify the opinion features that are top-rated, highly influential, and preferred by many users
to review the product or service. In Fig. 9a, the minimum, maximum, and average size of the co-appearing feature set is reported
for each data set represented as 𝑀𝑖𝑛𝐶𝑜𝐹 , 𝑀𝑎𝑥𝐶𝑜𝐹 , and 𝐴𝑣𝑔𝐶𝑜𝐹 , respectively. On the contrary, Fig. 9b reports the corresponding
frequency count, i.e., # of occurrences, of 𝑀𝑖𝑛𝐶𝑜𝐹 , 𝑀𝑎𝑥𝐶𝑜𝐹 , and 𝐴𝑣𝑔𝐶𝑜𝐹 .

The experimental outcome for the co-appearing feature set is described as follow. The largest co-appearing feature set with
𝑀𝑎𝑥𝐶𝑜𝐹 = 14 opinion features is observed for ‘‘television’’ data set, followed by ‘‘cellphone’’ with 𝑀𝑎𝑥𝐶𝑜𝐹 = 12, ‘‘tablet’’ with

𝑎𝑥𝐶𝑜𝐹 = 09, ‘‘hotel’’ with 𝑀𝑎𝑥𝐶𝑜𝐹 = 08, ‘‘camera’’ with 𝑀𝑎𝑥𝐶𝑜𝐹 = 07, and ‘‘laptop’’ with 𝑀𝑎𝑥𝐶𝑜𝐹 = 06. A similar trend is
bserved for 𝑀𝑖𝑛𝐶𝑜𝐹 and 𝐴𝑣𝑔𝐶𝑜𝐹 across all of the data sets, except for ‘‘tablet’’ and ‘‘hotel’’ data sets, where the value of 𝑀𝑖𝑛𝐶𝑜𝐹
nd 𝐴𝑣𝑔𝐶𝑜𝐹 are observed the same. For each data set, the 𝑀𝑖𝑛𝐶𝑜𝐹 results with high frequency count, followed by 𝐴𝑣𝑔𝐶𝑜𝐹 and
𝑎𝑥𝐶𝑜𝐹 . This trend reveals the fact that the larger the size of the co-appearing feature set, the lesser the corresponding frequency

ount.
From the aforementioned analysis, Top-10 opinion features are identified for each data set and the same are reported in Table 3.

able 3 provides the deeper insight and shows the important opinion features per data set. For example, ‘‘lens’’ is found highly
mportant feature among users reviewing camera products; whereas ‘‘service’’ is found an important feature for hotel reviewers. It
s observed that few features are found common across different products. For instance, ‘‘battery’’ appears in ‘‘camera’’, ‘‘laptop’’,
‘cellphone’’, and ‘‘tablet’’ data sets. On the other hand, ‘‘battery’’ is found common to ‘‘tablet’’, and ‘‘cellphone’’ data sets.

.6. Quantitative evaluation of the DOFM

The comprehensive evaluation of the DOFM is performed using various quality evaluation metrics such as Precision, Recall, and
-score as given in Eqs. (2), (3), and (4), respectively. Here, 𝑡𝑝 = true positive, 𝑓𝑝 = false positive, 𝑓𝑛 = false negative.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
(2)

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
(3)

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(4)
13



Information Processing and Management 58 (2021) 102474H.K. Thakkar et al.
Fig. 10. Results of opinion feature set mining for camera data set. The results are statistically significant with T-Test, P-Values < 0.05.

Fig. 11. Results of opinion feature set mining for laptop data set. The results are statistically significant with T-Test, P-Values < 0.05.

For each of the six data sets, the evaluation results are reported in Figs. 10, 11, 12, 13, 14, and 15 using the 1000 sample reviews.
The DOFM performance evaluation is carried out for all heuristic approaches with thresholds DOFM (𝛿𝜇), DOFM (𝛿𝑀 ), and DOFM
(𝛿𝐻 ).

The DOFM (𝛿𝜇) performs consistently well for all the data sets except the ‘‘cellphone’’ data set across all evaluation metrics
with the significant increase in Precision, Recall, and F-score. On the contrary, DOFM (𝛿𝜇) provides better results on two evaluation
metrics for the ‘‘hotel’’ data set, i.e., Recall and F-score with values 65.33% and 72.04%, respectively; whereas DOFM (𝛿𝑀 ) provides
the improved result on Precision with value 81.41%.

Among the existing methods, the ARM (Hu & Liu, 2004), AORF (Kumar & Abirami, 2018), and PAR (Zha et al., 2014) report
the nearly identical performance in term of Precision, Recall, and F-score for all the data sets. The potential reason behind the
reduced performance is their inability to effectively distinguish between frequently appearing domain features to that of frequently
appearing non-domain features. For example, ARM (Hu & Liu, 2004), AORF (Kumar & Abirami, 2018), and PAR (Zha et al., 2014)
14
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Fig. 12. Results of opinion feature set mining for cellphone data set. The results are statistically significant with T-Test, P-Values < 0.05.

Fig. 13. Results of opinion feature set mining for tablet data set. The results are statistically significant with T-Test, P-Values < 0.05.

extract ‘‘service’’ and ‘‘amazon’’ as domain features due to their frequent appearance, which results in their reduced performance.
However, ‘‘service’’ and ‘‘amazon’’ are non-domain features and must not be considered. It is observed that the IEDR (Hai et al.,
2014) and KEAE (Luo et al., 2019) perform reasonably well compared to ARM (Hu & Liu, 2004), AORF (Kumar & Abirami, 2018),
and PAR (Zha et al., 2014). The possible reason behind the improved performance of IEDR (Hai et al., 2014) lies in its ability to
identify and discard the non-domain features up to some extent. For example, IEDR (Hai et al., 2014) able to discard opinion feature
‘‘amazon’’, when executed considering ‘‘cellphone’’ as domain data set and ‘‘hotel’’ as non-domain data set during the experiment.
However, IEDR (Hai et al., 2014) fails to discard non-domain feature ‘‘service’’, as it equally appears in both ‘‘cellphone’’ as well
as ‘‘hotel’’ data sets. On the contrary, KEAE (Luo et al., 2019) utilizes the Probase and Wordnet to narrow the aspect space and
therefore substantially removes the non-domain-features.

Among the heuristic approaches, the DOFM (𝛿𝜇) performs consistently well for all data sets. However, it is to note that DOFM
(𝛿 ) also outperforms the state-of-the-art existing approaches in spite of reduced performance of DOFM (𝛿 ) compared to DOFM
15
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Fig. 14. Results of opinion feature set mining for television data set. The results are statistically significant with T-Test, P-Values < 0.05.

Fig. 15. Results of opinion feature set mining for hotel data set. The results are statistically significant with T-Test, P-Values < 0.05.

𝛿𝜇). The performance of DOFM (𝛿𝐻 ) is observed inconsistent, and in many instances its performance is not at par with the
xisting approaches. For example, in ‘‘cellphone’’ data set, DOFM (𝛿𝐻 ) reports reduced performance under all evaluation parameters
ompared to IEDR (Hai et al., 2014); whereas in ‘‘hotel’’ data set, the DOFM (𝛿𝐻 ) performs poorly compared to IEDR (Hai et al.,
014) and PAR (Zha et al., 2014) across the parameters.

.7. Quality evaluation of output extractive summary

In this section, DOFM summaries are evaluated in terms of quality improvement. Domain experts are requested to extract
he informative sentences in the decreasing order of the informativeness to formulate summary for each of the six data sets.
rom the domain-experts’ summary, Top-10 informative sentences are selected and reference summaries are generated. On the
16
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Fig. 16. Quality evaluation of output extractive summaries using, (a) ROUGE-1, (b) ROUGE-2, (c) ROUGE-L, (d) ROUGE-S.

contrary, DOFM formulates the summaries as follow. First the Sentence Scoring (SS) approach (Abuobieda, Salim, Albaham, Osman,
& Kumar, 2012) is applied and informative sentences are obtained based on sentence position, sentence length, title, and word
frequency. Later, sentences without domain features are ignored and the remaining sentences are arranged in decreasing order of
their informativeness. Finally, the Top-10 sentences are used to formulate the automatic summary. The DOFM generated summary is
evaluated against the state-of-the-art alternatives such as SS (Abuobieda et al., 2012), Automatic Text Summarization using Lexical
chain with Semantic-related terms (ATSLS) (Lynn, Choi, & Kim, 2018), and Product Aspect Ranking model (PAR) (Zha et al., 2014).
The comparison of the DOFM system with sentence scoring (Abuobieda et al., 2012) is exclusively performed to analyze the quality
of extractive summary with and without the presence of domain opinion features.

The evaluation is carried out using ROUGE (i.e., Recall-Oriented Understudy for Gisting Evaluation), a well-known package for
automatic evaluation of summaries (Lin, 2004). For the comprehensive evaluation, summaries are evaluated against four different
measures such as ROUGE-1 (i.e., uni-gram), ROUGE-2 (i.e., bi-gram), ROUGE-L (i.e., longest common subsequence), and ROUGE-S
(i.e., Skip-bigram). The ROUGE-1 and ROUGE-2 is generalized as ROUGE-N (i.e., n-gram) and is defined as shown in Eq. (5).

𝑅𝑂𝑈𝐺𝐸 −𝑁 =

∑

𝑆∈{𝑅𝑆𝑠}
∑

𝑔𝑟𝑎𝑚𝑛∈𝑆 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ(𝑔𝑟𝑎𝑚𝑛)
∑

𝑆∈{𝑅𝑆𝑠}
∑

𝑔𝑟𝑎𝑚𝑛∈𝑆 𝐶𝑜𝑢𝑛𝑡(𝑔𝑟𝑎𝑚𝑛)
(5)

Here, 𝑅𝑆𝑠 represents the reference summaries, 𝑛 represents the length of the 𝑛-gram (i.e., 𝑔𝑟𝑎𝑚𝑛), and 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ(𝑔𝑟𝑎𝑚𝑛) represents
he number of 𝑛-grams co-appearing between automatic summary and set of reference summaries.

Fig. 16 shows the performance comparison of extractive summaries generated using DOFM to that of SS (Abuobieda et al., 2012),
TSLS (Lynn et al., 2018), and PAR (Zha et al., 2014) with respect to 𝐹 -score. Fig. 16a and b shows the 𝐹 -score of ROUGE-1 and
OUGE-2 for each data set, respectively. Similarly, Fig. 16c and d presents the corresponding performance evaluation for ROUGE-L
nd ROUGE-S, respectively.

From the results, it can be inferred that the extractive summary generated using DOFM significantly outperforms the one
enerated using SS (Abuobieda et al., 2012) and ATSLS (Lynn et al., 2018), and consistently shows improvement over the one
17
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Fig. 17. The error analysis outcome in the form of percentage of sentences selected by expert annotators.

enerated using the PAR (Zha et al., 2014). To be specific, DOFM improves the quality of extractive summary over SS (Abuobieda
t al., 2012) with average gain of 22.6%, 38.1%, 39.8%, and 26.9% in 𝐹 -score of ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-S,
espectively. Compared to ATSLS (Lynn et al., 2018), the DOFM has the average gain of 18.5%, 27.1%, 34.4%, 22.4% in 𝐹 -score of
OUGE-1, ROUGE-2, ROUGE-L, and ROUGE-S, respectively. Similarly, the DOFM shows the average gain of 10.5%, 11.2%, 15.5%,
nd 11.0% compared to PAR (Zha et al., 2014) on performance measures ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-S, respectively.

The PAR (Zha et al., 2014) is an aspect (i.e., feature) ranking based model, and therefore it achieves improved performance over
S (Abuobieda et al., 2012). However, in several instances, it fails to correctly discard the non-domain features and wrongly consider
hem as domain features during the mining process. Contrary to PAR (Zha et al., 2014), ATSLS (Lynn et al., 2018) applies the Näive
pproach to extracts the aspects (nouns and pronouns as aspects) and therefore it wrongly captures the non-domain aspects as well
uch as ‘‘service’’ and ‘‘amazon’’ from cellphone data set. This results in the limited performance gain of ATSLS (Lynn et al., 2018)
ompared to PAR (Zha et al., 2014) and DOFM. The proposed DOFM system effectively prune the non-domain features (aspects)
uring the clustering process and improves the quality of domain opinion feature set and subsequently improves the quality of
xtractive summary. The statistical significance of the results is ensured by performing T-Test with P-Values< 0.05.

.8. Error analysis

An error analysis is carried out to investigate the quality of the DOFM generated summaries. Three expert annotators were
ngaged to rank the sentences as a measure of sentence quality. The sentences rejected by all the annotators are considered as
rrors and those selected by all the annotators are considered as ideal choices.

The error analysis process is repeated for the thirty different summaries the results are averaged. Fig. 17 shows the outcome
f the error analysis in the form of percentage of sentences selected by annotators. The results of the proposed DOFM approach is
ompared with the state-of-the-art alternatives such as Sentence Scoring (SS), Automatic Text Summarization using Lexical chain
ith Semantic-related terms (ATSLS) (Lynn et al., 2018), and Product Aspect Ranking (PAR). The results show that 36% of sentences

n DOFM summaries are selected by all the annotators, which infers that at least 33% of any DOFM summary is highly informative.
oreover, 84% of sentences in DOFM summaries are preferred by at least one of the annotators, which infers the consistent

erformance of the DOFM. On the contrary, merely 16% of sentences in DOFM summaries are rejected by all the annotators and
onsidered as errors. Among the alternative approaches, SS has the least percentage of ideal sentences followed by ATSLS and PAR.
he DOFM generates the extractive summaries by selecting the sentences that contain the domain feature. This puts the DOFM in an
dvantages position as most end users are interested to know about the various aspects of the product which is conveyed through
he domain features. On the contrary, SS suffers from the fact that the selection of the sentence is carried using parameters such
s sentence position, sentence length, word frequency, etc. However, the aforementioned parameters do not assure the selection of
entences that contain domain features. Therefore, the generated summaries may not provide informative product-specific aspects
nd make them less useful to the end users. The ATSLS generated summaries shows the marginal improvement over the SS as
TSLS summaries are based on the product aspects. However, ATSLS follows the naive approach for the aspect extraction such as

t considers nouns and pronouns as product aspects, which does not hold in every instances.

. Conclusion

In this paper, a Domain Feature Miner is designed to mine domain features from the colloquial real-life reviews. Different
rom the existing approaches, the DOFM engages three empirical observations such as frequency count, grouping semantics, and
istributional statistics of features. The extensive experimental evaluation is performed on six publicly available benchmark data
ets from the University of Illinois at Urbana–Champaign, which reveals that the proposed DOFM system delivers improved quality
18
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of domain features as evident from the improved Precision, Recall, and F-score. Moreover, the quality of extracted domain features
is further verified for the application in extractive review summarization using solid performance metric ROUGE. The results of error
analysis confirms the noticeable improvement in DOFM generated summaries. The drawback of DOFM is that the parameters such as
frequency count, grouping semantics, and distributional characteristics are quantitative in nature and therefore sufficient number of
reviews are required to confirm the domain features. In future, we intend to extend the study to identify the domain-specific as well
as domain-independent opinion features to benefit the extractive summarization and sentiment polarity in a large size colloquial
reviews.
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